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Abstract

Cloud computing has captured the attention of today’s CIOs, offering huge potential for more flexible, readily-
scalable and cost-effective IT operations. It represents a different way to architect and remotely manage computing
resources. Cloud computing deals with different kinds of virtualized resources, hence scheduling places an important
role in cloud computing. In cloud, user may use hundreds of thousands virtualized resources for each user task. Hence
manual scheduling is not a feasible solution. Focusing scheduling to a cloud environment enables the use of various
cloud services to help framework implementation. Thus the comprehensive way of different type of scheduling
algorithms in cloud computing environment surveyed which includes the workflow scheduling as well as grid
scheduling. This study gives an elaborate idea about grid, cloud, workflow scheduling.
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1. Introduction

Everyone has an opinion on what is cloud computing. Cloud computing promises to increase the
velocity with which applications are deployed, increase innovation, and lower costs, all while increasing
business agility. Cloud computing can be the ability to use applications on the Internet that store and
protect data while providing a service - anything including email, sales force automation and tax
preparation [1]. Virtualization is a key feature of cloud computing. IT organizations have understood for
years that virtualization allows them to quickly and easily create copies of existing environments -
sometimes involving multiple virtual machines - to support test, development, and staging activities [1].
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Cloud computing has various definitions as per different industries, There are over 20 different
definitions from a variety of sources. In this paper, we agree to the definition of cloud computing
provided by The National Institute of Standards and Technology (NIST), as it covers, in our Opinion, all
the essential aspects of cloud computing: The Cloud computing is a model for enabling convenient, on-
demand network access to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction[2]. Cloud computing has a variety of characteristics
such as Commercialization, Virtualization, Shared Infrastructure, Dynamic Provisioning, Network
Access, Managed Metering, Self-service based usage mode, self-managed platform, Consumption-based
billing, Resource pooling, Rapid elasticity, Multi Tenacity[3]. Cloud computing provides everything as a
service, the three basic service layers of cloud computing is Infrastructure as a Service (IaaS), Platform as
a Service (PaaS), Software as a Service (SaaS) [4]. Since cloud computing is in infancy state, different
kinds of researches are going on, the research areas which includes cloud systems development and
management, resource allocation and scheduling, security issues, cloud storage, elastic scalability,
programming models, and so on[5]. In cloud computing, user may face hundreds of thousands of
virtualized resources to utilize, it is impossible for anyone to allocate the jobs manually. Due to the
commercialization and virtualization properties, cloud computing leaves job scheduling complexity to the
virtual machine layer through resource virtualization. Hence to allocate the resources to each job
efficiently, scheduling plays more important role in cloud computing [6].

The objective of this paper is to be focus on various scheduling algorithms in cloud, grid and
workflows. The rest of the paper is organized as follows. Section II presents scheduling algorithms in
cloud, grid, and various workflows. Section III presents scheduling parameters of existing scheduling
algorithms with table and section IV concludes the paper with a summary of our contributions.

2. Existing Scheduling Algorithms

The following scheduling algorithms are presently established in the area of grids, clouds and various
workflows and these algorithms have been summarized in table1with the scheduling parameters.

2.1 An energy efficient scheduling application based on private clouds

Hybrid energy efficient scheduling application [7] based on pre-power techniques and least load first
algorithm developed. Since private clouds have some unique characteristics and special requirements, it is
still a challenging problem to effectively schedule virtual machine requests onto compute nodes,
especially with multiple objectives to meet. Specifically two problems of virtual machine scheduling are
discussed. Pre-power technique is used to reduce the response time and it uses idle threshold value. Least
load first algorithm is used to balance workloads when the data centres are running on low power mode.

2.2 A scheduling algorithm for private cloud

A hybrid energy-efficient scheduling algorithm [8] using dynamic migration was proposed. This paper is
based on [7], but by using the threshold value, powering down a busy node is not feasible. Hence, an
expected spectrum set for the left capacity is used. It uses power up command to wake the sleep nodes as
well as the idle nodes. Hence power efficiency is improved.

2.3 Energy-Efficient Scheduling of HPC Applications in Cloud Computing Environments

proposed a near-optimal scheduling policies[9] that exploits heterogeneity across multiple data centers
for a cloud provider. A number of energy efficiency factors such as energy cost, carbon emission rate,
workload, and CPU power efficiency which changes across different data center depending on their
location, architectural design, and management system were considered.
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2.4 Power-aware provisioning of Cloud Resources for Real-time Services

This paper explore power-aware provisioning of virtual machines for real-time services[10]. Energy
consumption in a data centre is a critical issue in cloud computing. Three power-aware VM provisioning
schemes proposed: Lowest-DVS, $Advanced-DVS, and Adaptive-DVS. A real-time Cloud service
framework where each real-time service request is modelled as RT-VM in resource brokers have
developed. This Proposed approach is

° to model a real-time service as a real-time virtual machine request; and
° To provision virtual machines of datacenters using DVFS (Dynamic Voltage Frequency Scaling)
schemes.

The proposed algorithm shows better reduced power consumption with high performance.
2.5 An ANT colony algorithm for balanced job scheduling in Grids

here proposed a balanced Ant colony algorithm [11] which uses pseudo random proportional rule to
balance the entire system load while completing all the jobs at hand as soon as possible according to the
environment status. Current scientific problems are very complex and need huge computing power and
storage space. To utilize the grid resources efficiently, balanced ant colony algorithm is proposed by
balancing the workload as well as minimizing the makespan.

2.6 Job Scheduling Algorithm based on Dynamic Management of Resources Provided by Grid Computing
Systems

An algorithm of job scheduling and dynamic adjustment of nodes loading within a grid system
proposed[12] . Within a distributed computing system, requests of processing are randomly received from
the system’s users. A good planning of these requests assumes their assigning towards available
processors, so that all requests have to be solved as soon as possible. Considering the resources sharing in
grid systems, a job scheduling algorithm are proposed with dynamic load balancing is proposed. The
distribution of first come, first served (FCFS) with a round robin mechanism of the execution nodes is
proposed.

2.7 Scheduling of scientific workflows using a Chaos genetic algorithm

A Meta heuristic algorithm [13] based on Genetic Algorithms proposed. In a grid environment,
numbers of challenges are available like

e sources are shared(competition)
e scheduler is not in control of resources
e Numbers of available resources are constantly changing and so on.

By using the characteristic of chaotic variable in scattering the solutions among the whole search space
and thus avoids the precipitate convergence of the solutions and produces better results within a shorter
time. Investigation of scheduling workflows considering the QoS constraints (user budget, deadline) has
done.

2.8 Evolution of Gang scheduling performance and cost in a cloud computing system

An efficient job scheduling algorithm [14] for time sharing proposed. This paper is to study the
performance of a distributed Cloud Computing model, based on the Amazon Elastic Compute Cloud
(EC2) architecture and to revise, study, and estimate both the performance and the overall cost of two
foremost gang scheduling algorithms. It utilizes the concept of virtual machines which acts as the
computational units of the system. The proposed system implemented for adding and removing virtual
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machines from the system depending on the systems load at any specific time. Job routing, job scheduling
has done, adaptive FCFS and largest job first served are used.

2.9 Heterogeneity aware resource selection & scheduling in the cloud

A metric of share in a heterogeneous cluster to realize a scheduling scheme that achieves high
performance and fairness proposed [15]. The heterogeneity of the environment should be developed along
with performance and cost-effectiveness. The data analytics system must report for heterogeneity of the
situation and workloads. It also needs to provide fairness among jobs when multiple jobs share the
cluster. Hence architecture to allocate resources to a data analytics cluster in the cloud proposed.

2.10 Adopting market oriented scheduling polices for cloud computing

By considering the 2 levels of resource provisioning (time and cost) two methodologies were proposed
[16]. It uses cheapest resource type which is known as small computational unit. This paper deals with
how scheduling policies inside the broker can benefit from resources supplied by the TaaS providers in
addition to the local schedulers to get the use of application completed by the requested deadline and
provided budget.

2.11 A particle swarm optimization based heuristic for scheduling workflow applications in cloud
computing systems

Meta heuristics method based on particle swarm optimization proposed [17]. In grid environment,
user applications may incur large amount of data retrieval and execution costs when they are scheduled
taking into account only the execution time. Added to that optimizing the execution time, the cost arising
from data transfer between resources as well as execution costs must also be taken into account, and
focusing to minimize the total execution cost of applications on resources. PSO’s ability to find near
optimal solutions for mapping all the tasks in the workflow to the given set of computer resources. It
takes both computation and communication cost into account, if the resource cost increases PSO
minimizes the maximum total cost of assigning all tasks to resources.

2.12 Cloud-DLS: Dynamic trusted scheduling for Cloud computing

A trust dynamic level scheduling algorithm [18] named Cloud-DLS proposed. Because of the
characteristics of cloud computing, obtaining trustworthiness in computing resources is difficult. Novel
Bayesian method based cognitive trust model, trust relationship models of sociology used. This paper
focuses on trustworthiness in cloud computing. Cognitive trust model is used. Two kinds of trust that is
direct trust degree; recommendation trust degree is obtained to obtain the trusted scheduling, and extends
the traditional DLS algorithm by considering trustworthiness of resource nodes. This algorithm meets the
requirement of user tasks in trust, and makes tasks scheduling based on directed acyclic graph (DAG)
more reasonable.

2.13 A Framework for Resource Allocation Strategies in Cloud Computing Environment

Framework for resource allocation problem [19] based on online tailored active measurements was
developed. Focusing towards network awareness and consistent optimization of resource allocation
strategies and identifies the issues which need further investigation by the research community. There is a
need for developing new methods of reliable active measurements aimed at capturing global Internet
behavior online, and for enabling prediction of the most critical performance parameters. In this paper,
the resource allocation problems are discussed that are based on Artificial Intelligence based, Theory of
random graphs, Peer to peer based approaches and resource allocation framework is proposed in cloud
computing, and considers computing resources, storage resources for allocation.
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2.14 A Survey of Various Workflow Scheduling Algorithms in Cloud Environment
A survey of various workflow scheduling algorithms [20] has done. Previous workflow scheduling
algorithms does not consider reliability and availability factors. Thus needed a workflow scheduling
algorithm that can improve availability and reliability in cloud environment. The main purpose of a
workflow management system (W{MS) is to support the definition, execution, registration and control of
business processes. Three major components in a workflow enactment engine are the workflow
scheduling, data movement and fault management. Due to the reduced performance faced in grids, there
is a need to implement workflows in cloud.
2.15 A Compromised-Time-Cost Scheduling Algorithm in SwinDeW-C for Instance-Intensive Cost-
Constrained Workflows on Cloud Computing Platform
Novel compromised-time-cost scheduling algorithm [22] which considers the execution time and cost
along with the user input proposed. This work focuses on minimizing the cost under user defined
deadlines and it provides just in time graph of time cost relationship during workflow execution, so that if
the user want to change the schedule, it is possible by using multiple concurrent instances on the dynamic
cloud computing platform.
3. Our Contributions
Based on the survey a scheduling framework can be implemented by using the different parameters.
Good scheduling framework should contain the following characteristics. It must focus on
e Energy efficiency and Load balancing of the data centers
e QoS parameters determined by the user which includes execution time, cost, and so on
o [t should satisfy the security features.
e Fairness resource allocation places a vital role in scheduling
Considering all the parameters in a single scheduling framework is not a feasible solution, hence it
increases the complexity of the design, depending on the nature and size of job, environment, resource
availability, the scheduling framework can be implemented.
Table 1.Scheduling Parameters considered by existing scheduling algorithms
Paper Executio  Response Cost Make  Scalabili ~ Trust  Reliabilit ~ Resource Energy Load fairness
n Time Time span ty y utilization ~ consumption  balancing
Hybrid v x x x x x x x v v x
energy
efficient
scheduling
algorithm [7]
Energy x v x x x x x x v v x
efficient
algorithm
using
migration [8]
Near optimal x x v x x x x v x v x
scheduling

policy [9]
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Adaptive- x v x x x x x x v
DVS,

§-Advanced-
DVS [10]

Ant Colony x x x v x x x x x
Algorithm
[11]

An algorithm v x x x x x x x x
of scheduling

& dynamic

load

balancing

[12]

Chaos genetic v x v x x x x x x
algorithm
[13]

Gang x v v x x x x x x
scheduling

algorithm

[14]

Data Analytic x v v x x x x x x
Cloud

Architecture

[15]

Deadline v v v x x x x x x
Budget

Constraint

Scheduling

Policy [16]

particle x x v x x x x x x
swarm

optimization

based meta

heuristics

method [17]

A trust x x x x x v x x x
dynamic level

scheduling

algorithm

[18]

Resource x x x x x x x v x
allocation

framework

[19]

Workflow x x x x v x v x x
scheduling

algorithm

[20]

Compromised v x v v x x x x x
-Time-Cost

Scheduling

Algorithm

[21]
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4. Conclusion

Cloud computing is one of the user oriented technology in which user faces hundreds of thousands of
virtualized resources for each task. In this paper we survey various existing scheduling algorithms in
cloud, grid and workflows. The table 1 is shown for further reference. Since cloud computing is in
infancy state, a scheduling framework should be implemented to improve the user satisfaction along with
the service providers. The scheduling parameters can be coupled to prepare a framework for resource
allocation and scheduling in cloud computing. The scheduling framework should consider the user input
constraints (execution cost, deadlines, transmission cost, energy efficiency, performance issues, and
makespan) and so on.
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