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Abstract 

In ad hoc networks like MANET the topology change frequently and interferences problems are inevitable in many 
cases, as a result link failures can arise. Unfortunately, traditional routing algorithms are no more suitable for this 
kind of networks especially in case of using a single path routing schemes. In order to overcome this problem, 
multipath routing approach is proposed where in some cases as an extension of the traditional routing algorithms. 
Our aim in this paper is to propose a formal study based on model checking to formally verify an enhancement 
version of AOMDV. In this new version we have added new functionalities in ROUTE DISCOVERY and ROUTE 
MAINTENANCE to achieve energy efficiency, packet overhead minimization and latency reduction. 
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1. Introduction 

A mobile ad-hoc network or MANET is a collection of mobile nodes sharing a wireless channel without any 
centralized control. Each nodes act as both end systems and routers at the same time. In this kind of network with all 
nodes capable of movement or any other kind of network where the topology changes frequently, manage 
communication is very difficult especially on single path routing algorithm. We distingue tree types of routing 
algorithms: proactive protocol which continuously exchange routing information between the nodes; reactive 
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protocol which built route on demand and hybrid protocol the combination of the two. The major drawback of 
proactive protocol is that the maintenance of unused paths may occupy an important part of the available bandwidth 
if the topology changes frequently1. Reactive routing protocols have some inherent limitations. First, since routes are 
only maintained while in use, it is usually required to perform a route discovery before packets can be exchanged 
between communication peers. This leads to a delay for the first packet to be transmitted. Second, even though route 
maintenance for reactive algorithms is restricted to the routes currently in use, it may still generate an important 
amount of network traffic when the topology of the network changes frequently. Finally, packets to the destination 
are likely to be lost if the route to the destination changes1. Several performance studies2,3 of ad hoc network have 
shown that on demand protocols incur lower routing overheads compared to the proactive protocols. However, in 
dynamic network the performance will be reduced due to frequent route discovery (i.e. high route discovery latency 
and overhead). In order to overcome the limits of those protocols, multipath routing algorithm have been developed 
to overcome these limits by computing several path in a single route discovery attempt. In this case, whenever a 
route is broken the node will just skip to the alternative path without the need of a route discovery process, which is 
time intensive. An example of multipath routing algorithm AODVM4 and AOMDV5, both of these protocols are 
bases on the Ad hoc On demand Distance Vector AODV6, which work on the principle of creating routes only if it is 
required between a source and destination. In spite of AOMDV which incurs more routing overhead and packet 
delay than AODV, many studies7,8 has shown that AOMDV results is superior than AODV when there is mobility 
induced link break in distributed environment. The idea is to improve AOMDV in such a way to give better 
performances by reducing the routing overhead. To prove the good functioning of our new algorithm, we pass by a 
formal verification using the model checking9. This one has been successfully employed to detect ambiguities in the 
standard AODV and its implementations10,11,12. When model checking is applicable in large network protocol, such 
deep errors are found13,14,15. It consist first to build a model for the system then to verify it against specifications 
(expressed in a temporal logic), using a software tool called model checker.  We use the tool UPPAAL instead 
others, due to its facilities to model the timed aspects16,17 and especially the notion of broadcast communication that 
can be modeled in an easiest way18. Also, UPPAAL includes techniques to minimize and avoid falling into situations 
of explosion state19.  

The rest of this paper is organized as follows: in section 2 we review the AOMDV protocol and detailed the 
optimized version of AOMDV in section 3. Section 4 describes the modeling methodology under UPPAAL tool and 
presents the verification of model results compared to the properties. Finally, Section 6 concludes the paper. 

2. The Ad hoc On Demand Multipath Distance Vector protocol 

Ad-hoc On-demand Multipath Distance Vector Routing (AOMDV) protocol is an extension to the AODV 
protocol for computing multiple loop-free and link-disjoint paths7. AODV is an IP routing protocol using distance 
vectors (measured with hops). It consists of two procedures: 

 ROUTE DISCOVERY process: The source broadcasts the RREQ (ROUTE REQUEST) packet and waits the 
reception of RREP packet (ROUTE REPLEY). When a node receives RREQ, it first checks if it is not a RREQ 
that has received earlier or an old one. In case where it’s a new one, a reverse route is built to the previous node, 
update the fields in the RREQ and forward it, otherwise it deletes. The RREP packet is sent to the source either 
by an intermediate node who knows the route to the destination, or by the destination node itself. 

 ROUTE MAINTENANCE process: This procedure allows a rollback to the source in case the route is broken in 
order to update it or to discover another. A node reports its status to the neighbors by sending a message called 
HELLO. In case where no HELLO message is received from a node, then a local route discovery is performed to 
discover an alternative path. If no route is found, an error message is diffused called RERR (ROUTE ERROR). 
All nodes receiving this packet invalid the route and the source node starts a new route discovery. 
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Before starting the description of AOMDV, we differ 
between node-disjoint and link-disjoint routes. As 
shown in Figure 1.a node-disjoint routes do not have 
any common nodes in two routes, but in link-disjoint 
two different routes may send over the same node in 
Figure 1.b. 

 

 

Fig. 1. (a) Node disjoints route; (b) link disjoints route. 

2.1. AOMDV (Ad hoc On demand Multi-path Distance Vector) 

Unlick in AODVM which is able to detect 
multiple node-disjoint paths between source and 
destination in one route discovery process, AOMDV 
is able to detect multiple link-disjoint paths. When 
receiving duplicate RREQ-packets, they are not 
systematically discarded. Instead, whenever an 
intermediate node receives a RREQ-packets it records 
the source who generated the RREQ, the destination 
for which the RREQ is intended, the neighbor who 
transmitted the RREQ, and some additional 
information (as shown in Fig. 2 (b)) in a table which 
is referred as RREQ table. 

 

Fig. 2. (a) Structure of the RREQ table entry in AODV; (b) 
Structure of the each routing table entry in AOMDV 

AOMDV has two main components: 
a) A route update rule to establish and maintain multiple loop-free paths at each node. 
b) A distributed protocol to find link-disjoint paths. 

The routing entries for each destination contain a list of the next-hops along with the corresponding hop counts. 
All the next hops have the same sequence number. This helps in keeping track of a route. Loop freedom is assured 
for a node by accepting alternate paths to destination if it has a less hop count than the advertised hop count for that 
destination, which is defined as the maximum hop count for all the paths and does not change for the same sequence 
number. Whenever a greater sequence number is received for a destination, the next-hop list and the advertised hop 
count are reinitialized. 

To find multiple link-disjoint paths, AOMDV add a new field in the RREP-packets named “First Hop”, which 
indicate the first neighbor of the source who has received the packet. Also, each node maintain a list called “first 
hop-list” so that to keep a trace of the neighbors of the source which transmitted the RREQ-packet.  Only one 
version of the packet is rebroadcasted, but keeps in memory the neighbors who send the RREQ-packets in case 
where the First Hop is different. This allows an intermediate node to know multiple node-disjoint paths to return to 
the source. The destination responds to k copies of RREQ-packets arriving via the same neighbor (independent from 
the First Hop) with RREP-packets in the corresponding reverse path. 

Each intermediate node receiving this packet, choose one it neighbor from its routing table and transmit to him 
the RREP-packet. In a case where multiple RREP-packets are received by the same node, this one takes in charge to 
transmit each one of them to a different neighbor so that the RREP-packets follows path which are link-disjoint. 

3. New optimized version of AOMDV 

The idea is to improve AOMDV by minimizing the communication phases. What we try to do is to add the 
strengths of AODVM to AOMDV to create a hybrid version of the two containing their benefits. 
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3.1. New ROUTE DISCOVERY process 

 

Fig. 3. Algorithm route discovery process of the new AOMDV 

In AODV each node has its own routing table, IP address and RREQ_ID. This list has been increased with a new 
variable named RREQ_LIST which is a table containing the addresses of the last nodes that have broadcasted the 
RREQ. If a node desires to know a route to a destination, it broadcasts a RREQ. Immediately upon receipt of the 
packet, it will be either accepted or ignored according to the value of RREQ_ID and SOURCE_IP (same value or 
greater). The RREQ will be rebroadcasted only if it is the first one received (RREQ_ID greater than the value stored 
before), for the others only the value PREVIOUS_IP will be saved in RREQ_LIST. Those steps are executed and re-
executed until that the RREQ reaches the destination or a node that knows a path to destination. This node will 
respond with a RREP. Each one receiving the RREP (different from the source node) retransmits it not on unicast 
way but on multicast to all the nodes whose address was saved in the RREQ_LIST. This allows saving multiple 
paths to the destination in case where it will receive several RREP. When the source receives the RREP, it starts the 
transmission of data packets following the shortest path. To avoid a loop, each node who receives a RREP packet 
from another whose address is stored in the RREQ_LIST will delete this entry from the table.  

 

 

 

 

 

Fig. 4. Optimized version of AOMDV  

3.2. New route maintenance 

It is almost the same steps as AOMDV, except in case where a broken link is detected and there's no other route 
stored, a RERR packet will be sent only to the nodes whose address were stored in RREQ_LIST in multicast way 
(to avoid disturbing nodes not concerned) and the DATA packet will be sent back to the last one who have 
transmitted it. This last node will choose another route in its table (if it exists), otherwise the DATA will be sent to 
the earlier one. If the DATA reach the source node, this one will wait a while before restarting a new ROUTE 
DISCOVERY. 
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4. Modeling the protocol using model checking 

Formal verification is a combination of techniques 
that allow verifying rigorously computer programs or 
electronic equipment using mathematical logic in 
order to demonstrate their validity. Their aim is to 
establish system correctness with mathematical rigor. 
Model checking is an automated technique that, given 
a finite state model of a system and a formal property, 
systematically checks whether this property is true for 
all the states of the system. In this way, we can show 
that a model system really satisfies a certain property. 
Same errors that were not discovered using test and 
simulation can be revealed using model checking. 

 
Fig. 5. Schematic view of the model-checking approach19 

4.1. Modeling methodology 

Each node acts either as a transmitter, receiver or 
an intermediate node. We propose a model of n-node, 
where each one acts as a specific role and to reduce 
the model, we will ignore HELLO message and the 
fields ‘previous’ and ‘next sequence number’. The IP 
addresses are represented with integer numbers from 
0 to N-1, where the node “0” is the source and “N-1” 
the destination, the rest is intermediates nodes which 
are dispersed according to the topology showed in fig 
6. 

 
Also we have taken into consideration the case of packet losses. The functions of each node are described below: 

 The source node: generate and send RREQ packets, receive RREP packets and transmit the DATA. 
 The intermediate node: receive the RREQ, RREP, RERR and DATA packets and resend it. 
 The destination node: receive the RREQ, RERR and DATA packets, also generate and send RREP. 

4.2. UPPAAL models 

A. Link failure 
It simulates a link failure in the middle of data 

transmission, between N1 and N2 or N1 and N3 
according to the next hop of the DATA (data[2]) as 
shown in fig 7. 

 

Fig. 7. Template of link failure 

 
B. Optimized version of AOMDV:  the source node 

First, the node starts with an initialization phase of its routing table, increments its id_broadcast, prepares the 
RREQ packet and broadcast it. If no RREP is received, the NTT is doubled and another RREQ is rebroadcasted with 
id_broadcast incremented, otherwise the routing table is updated and we begin the transmission of the DATA. While 
sending the DATA, the node can choose another path to destination (if exist) if the first one is broken. If no other 
route is known it discovers a new path. 

Fig. 6. Topology of the network 
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Fig. 8. Source node template of the new version of AOMDV 

C. Optimized version of AOMDV: the destination node 

The destination node accepts the RREQ packet (if the conditions are met), updates its routing table and generates 
the corresponding RREP. It also receives DATA and responds with the ACK corresponding and also may choose an 
alternative path to the source whenever the selected route is broken. 
 

 

Fig. 9. Destination node template of the new version of AOMDV 

D. Optimized version of AOMDV:  the intermediate node 
The node initializes its routing table and waits to receive different packets (RREQ, RREP and DATA). This time 

several packets can be accepted even if they have the same RREQ_ID. Also, if the link used to transmit the DATA 
is broken, the node will choose directly an alternative path to destination. If there is no other path, a RERR packet is 
sent only the nodes whose addresses were stored in the RREQ_LIST and the DATA is sent back.  
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Fig. 10. Intermediate node template of the new version of AOMDV 

4.3. Properties analysis 

A. Property 1: If a route exists then it will be found (reachability property)                 A[] no_route==TRUE 

In the initial phase no_route will have the value TRUE, which means “no path is known between source and 
destination”. This property means that the value of no_route will never change. If we can manage to find at least 
one counterexample to it, the protocol is able to reach to destination (it can also not be able to find a route to 
destination because we have taken into consideration the packet losses). The property is unsatisfied; this means that 
there is a scenario where the source is able to discover a route to destination by receiving a RREP packet. 

B. Property 4: The protocol will never fall into a loop (safety property)           A[] n1.rt[4][2][0]<=4 

“rt” references to the routing table associated to the node 1. The property is satisfied, thanks to RREQ_LIST 
which deletes each entry associated to a node sending RREP. This new version of AOMDV also avoids falling in a 
route discovery failure11, where RREQ_LIST requires each node to forward the RREP in multicast way to each 
neighboring nodes whose address has been saved in this table. 

C. Property 3: The protocol will never fall into a deadlock state (safety property)  A[] not deadlock 

The property is satisfied. This means that in any situation, thin or thick network, the protocol will be functional 
and never falls into a deadlock state. 
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D. Property 2: Behavior of the protocols during a link failure (reachability property)         E<> route_broke==false 

The template Link Failure simulates a broken link in the middle of transmitting DATA using the variable etat 
which indicates the state of the chosen path. It will have the value “2” or “3” (reference to the link between 
“destination” and “N2”, “N3”). The variable route_broke take the value false only if “N1” choose an alternative 
path to the destination after receiving the RERR. The property is satisfied; “N2”/“N3” will send the RERR only to 
nodes whose addresses are stored in the RREQ_LIST instead of broadcasting it; after that “N1” choose directly the 
second route to “D” stocked in its routing table. If there is no other path, then a RERR packet is sent only to “S”.

5. Conclusion 

In this paper, an enhancement version of the routing protocol AOMDV was proposed, where the main objective is to 
minimize the energy consumption and to discover multiple paths to a destination. In this new version, our focus was 
mainly on reducing the number of packets transmitted while minimizing the number of conditions and tests required 
compared to the old version. To validate it, we proposed a formal verification using a powerful model checking 
approach. As a future remaining work, we plan to make a deep performance evaluation by simulation to show the 
effectiveness of the new version of AOMDV over the old one.  
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