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Abstract 

In this paper we present an ongoing work towards the implementation of a framework that tackles service redundancy in 
IoT/WSNs as an explicit spatio-temporal phenomenon. From this perspective, redundancy is measured and explicitly stored using 
a spatio-temporal data model. The expected advantages of keeping an explicit history of redundancy evolution in space and time 
are to compare different redundancy control algorithms, to apply different knowledge extraction techniques in order to identify 
possible redundancy patterns, and to implement more proactive redundancy control strategies. In this paper we focus on the data 
model that we propose to control service redundancy at three scales: macro, meso and micro scales, respectively. 
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1. Introduction 

The challenging problem of redundancy has attracted a lot of interest in the context of Wireless Sensor Networks 
(WSNs), especially for its dual positive and negative impact. Indeed, on the one hand, redundancy is particularly 
useful for maintaining the network availability and connectivity as well as increasing network fault-tolerance and 
reliability. In this case, an increased redundancy makes the WSN more fault-tolerant1. On the other hand, it leads to 
an accelerated depletion of the reduced sensors' energy because of duplicated data acquisition and communication 
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processes. In this case, a low rate of redundancy is commonly unfavorable as the network becomes extremely error 
prone. A proper redundancy rate should, therefore, be tolerated depending on the expected WSN application and its 
performance criteria. 

Several research works have addressed the problem of node redundancy in WSNs2,3,4,5,6,7,8,9. In all these 
approaches the concept of redundancy is commonly looked at from a low micro-level, i.e., resulting from the 
overlaps between sensing and/or communication ranges of neighboring sensors. In the context of Internet of Things 
(IoT) where sensors represent a major component, we think that this perception of redundancy is limited. We argue, 
indeed, that there is a necessity for a more "high-level" perception, where redundancy depends on several criteria, 
including the actual energy, Quality of Service (QoS) as well as current service requests. In addition, in all existing 
approaches the logic of how redundancy is detected and dealt with is only implicitly embedded in sensor nodes' 
algorithms. As such, redundancy is instantly and locally addressed by sensor nodes without retaining any explicit 
related information or traces of their actions. Consequently, from an outer view of the network, there is no explicit 
information about the extent of redundancy and how it evolved over time. We believe that having an explicit 
redundancy record has two main advantages. First, it provides an external reference to assess the performance of 
sensors and their algorithms in managing redundancy. This assessment could be benchmarked against other existing 
mechanisms and algorithms based on more elaborated performance indicators (such as timely-delimited redundancy 
measures, etc.). Second, in certain application scenarios, having an explicit redundancy record opens-up the 
possibility of applying data-mining techniques to detect possible redundancy patterns. In other words, redundancy 
could be predicted and its control can be more efficiently implemented through a proactive approach.  

To address these limits, we present in this paper an ongoing work towards the implementation of a framework that 
tackles redundancy as an explicit spatio-temporal phenomenon. From this perspective, redundancy will be measured 
and explicitly stored using a spatio-temporal data model. This will allow not only to keep a history of redundancy 
evolution in space and time, but also to apply different knowledge extraction techniques in order to identify possible 
redundancy patterns, and even to use spatio-temporal visualization techniques to generate redundancy's evolution 
maps (redundancy cartography). To the best of our knowledge, no existing work has studied redundancy from this 
perspective, i.e., as an explicit spatio-temporal phenomenon, neither in the context of WSNs nor in the context of 
IoT. Our study is then extrapolated to the problem of service redundancy which is a more abstract concept than the 
problem of node redundancy. We then propose a data model and an approach to control service redundancy at three 
scales: macro, meso and micro scales, respectively.  
In the remainder of this paper, Section 2 outlines the main concepts and functional architecture of the proposed 
framework. Section 3 explains the formal method that we use in order to qualitatively classify redundancy measures. 
Section 4 discusses our approach with regard to the related state of the art. Section 5 concludes the papers and 
outlines our future works.  

2. Proposed Approach  

In this work we address the problem of service redundancy in the context of an IoT network composed of 
autonomous service providers (objects) deployed in a large-scale geographic environment. As already mentioned, we 
propose a redundancy control framework that is based on the representation of redundancy data as an explicit spatio-
temporal phenomenon. Moreover, the proposed framework addresses the problem of service redundancy at three 
scales, the micro, meso and macro scales, respectively. In the following we first define the main concepts of the 
proposed approach then we present the three-scale redundancy control scheme. 

2.1.  Basic concepts and notations    

Modelling redundancy as an explicit spatio-temporal phenomenon requires that all the concepts of the proposed 
framework should be grounded to space and time dimensions. Therefore, our model is based on the concepts defined 
in what follows.  

Spatial and temporal dimensions
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IoT. Our study is then extrapolated to the problem of service redundancy which is a more abstract concept than the 
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We also assume that service providers are organized according to the hierarchy illustrated in Figure 1. At the micro 
level, objects are autonomous, and they make their own assessment of the service redundancy based on the other 
service provider and / or consumer objects located in their immediate neighbouring as well on their own 
experiences. Based on their assessment, they decide the action(s) to be carried out in order to deal with the 
redundancy situation (e.g., relocate, stop offering the service, etc.). From a social perspective, service providers can 
be collaborative and / or competitive, depending on the application scenario. In the present work we assume a 
collaborative behaviour, where service provider objects are expected to inform their corresponding cluster heads 
about any change in their situations. At the meso level, every head of cluster of a zone zi continuously receives and 
compiles data from the service providers located at that zone. It also has access to an updated information about the 
requests emitted by the service consumers located at that zone. From the compiled data, the head of cluster can have 
a knowledge about the service redundancy situation in the whole zone, which can be used to answer any request that 
comes from the objects in that zone or from other cluster heads. In addition, every head of cluster is requested to 
exchange with a Regional Service Controller (RSC), which has the responsibility of collecting and compiling data 
from all cluster heads in order to build a ''general picture'' about service redundancy at the level of the whole region 
of interest (macro level). The proposed three-level redundancy control scheme is presented in the following section. 

2.2. Redundancy control scheme    

2.2.1. Micro level 
By micro-redundancy we refer to the overlaps between the communication / sensing ranges of spatially proximate 
objects that provide any common service si. We therefore adopt a physical perception of redundancy that is widely 
used in the state of the art. Micro-redundancy is calculated by the service providers based on their own rules. We 
assume that every service provider object oj keeps a history of its micro-redundancy, in the form of data record 
denoted by HR

oj and which is a set of temporally ordered values vi = <rli, Pos (oj, t), t>, where rli corresponds to the 
numerical measure of the redundancy level during the time point t at position Pos (oj, t). As mentioned before, 
redundancy measures are calculated by objects, and in this work we assume that they are calculated according to the 
approach proposed in Jabeur et al10. In addition, and as we assume a collaborative behavior, objects are requested to 
update their head of clusters about any change in their situations / decisions. Particularly, they are assumed to report 
any change is their HR

oj. Also, if an object decides to relocate, to stop offering a service, or to sleep, it has to inform 
his head of cluster. 
2.2.2. Meso level 
The meso-redundancy level is calculated by the head of cluster of every zone zi. At the meso-level we adopt a 
different definition of service redundancy, which is function of the ratio of free service providers on one hand and 
the number of waiting service requests, on the other hand. In this perception, the number of similar service providers 
occupying the same spatial proximity is not the real concern; the real concern is to assess this number with respect to 
the number of waiting service requests. For example, if the number of service providers is greater than the number 
of waiting service requests, we consider that there is a service redundancy. Inversely, in case the number of waiting 
service requests exceeds the number of service providers at a certain location, we consider that the service is not 
redundant. This perception can be extended later on to include more aspects of QoS, such as the service time, 
waiting time and service satisfaction. 
Consequently, for every service si, at every zone zi and at every time t, the meso-redundancy is calculated based on 
two data records: the number of waiting service requests and the number of free service providers.          
Definition 1: The meso-History of waiting service requests of a service si at a zone zi is a record denoted by MHS

si,zi

= {<date, si, zi, tj, nbrSj, ϕj> | 0 ≤ j ∧ nbrSj  ∈ N ∧ cj ∈ [0, 1]}, where tj is a time point, nbrSj  corresponds to the 
number of service requests at tj, and ϕj is a confidence coefficient that describes how strong do we believe that the 
value of nbrSj is correct.  
Definition 2: The history of free service providers waiting for a service si at a zone zi is a record denoted by FOS

si,zi = 
{<date, si, zi, tj, nbrFOj> | 0 ≤ j ∧ nbrFOj ∈ N}, where nbrFOj represents the number of free service providers at 
time tj. 
Based on the two above-mentioned data records, the head of cluster of every zone zi calculates the redundancy level 
at every temporal point and keeps the data in a history record as the following: 
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We also assume that service providers are organized according to the hierarchy illustrated in Figure 1. At the micro 
level, objects are autonomous, and they make their own assessment of the service redundancy based on the other 
service provider and / or consumer objects located in their immediate neighbouring as well on their own 
experiences. Based on their assessment, they decide the action(s) to be carried out in order to deal with the 
redundancy situation (e.g., relocate, stop offering the service, etc.). From a social perspective, service providers can 
be collaborative and / or competitive, depending on the application scenario. In the present work we assume a 
collaborative behaviour, where service provider objects are expected to inform their corresponding cluster heads 
about any change in their situations. At the meso level, every head of cluster of a zone zi continuously receives and 
compiles data from the service providers located at that zone. It also has access to an updated information about the 
requests emitted by the service consumers located at that zone. From the compiled data, the head of cluster can have 
a knowledge about the service redundancy situation in the whole zone, which can be used to answer any request that 
comes from the objects in that zone or from other cluster heads. In addition, every head of cluster is requested to 
exchange with a Regional Service Controller (RSC), which has the responsibility of collecting and compiling data 
from all cluster heads in order to build a ''general picture'' about service redundancy at the level of the whole region 
of interest (macro level). The proposed three-level redundancy control scheme is presented in the following section. 

2.2. Redundancy control scheme    

2.2.1. Micro level 
By micro-redundancy we refer to the overlaps between the communication / sensing ranges of spatially proximate 
objects that provide any common service si. We therefore adopt a physical perception of redundancy that is widely 
used in the state of the art. Micro-redundancy is calculated by the service providers based on their own rules. We 
assume that every service provider object oj keeps a history of its micro-redundancy, in the form of data record 
denoted by HR

oj and which is a set of temporally ordered values vi = <rli, Pos (oj, t), t>, where rli corresponds to the 
numerical measure of the redundancy level during the time point t at position Pos (oj, t). As mentioned before, 
redundancy measures are calculated by objects, and in this work we assume that they are calculated according to the 
approach proposed in Jabeur et al10. In addition, and as we assume a collaborative behavior, objects are requested to 
update their head of clusters about any change in their situations / decisions. Particularly, they are assumed to report 
any change is their HR

oj. Also, if an object decides to relocate, to stop offering a service, or to sleep, it has to inform 
his head of cluster. 
2.2.2. Meso level 
The meso-redundancy level is calculated by the head of cluster of every zone zi. At the meso-level we adopt a 
different definition of service redundancy, which is function of the ratio of free service providers on one hand and 
the number of waiting service requests, on the other hand. In this perception, the number of similar service providers 
occupying the same spatial proximity is not the real concern; the real concern is to assess this number with respect to 
the number of waiting service requests. For example, if the number of service providers is greater than the number 
of waiting service requests, we consider that there is a service redundancy. Inversely, in case the number of waiting 
service requests exceeds the number of service providers at a certain location, we consider that the service is not 
redundant. This perception can be extended later on to include more aspects of QoS, such as the service time, 
waiting time and service satisfaction. 
Consequently, for every service si, at every zone zi and at every time t, the meso-redundancy is calculated based on 
two data records: the number of waiting service requests and the number of free service providers.          
Definition 1: The meso-History of waiting service requests of a service si at a zone zi is a record denoted by MHS

si,zi

= {<date, si, zi, tj, nbrSj, ϕj> | 0 ≤ j ∧ nbrSj  ∈ N ∧ cj ∈ [0, 1]}, where tj is a time point, nbrSj  corresponds to the 
number of service requests at tj, and ϕj is a confidence coefficient that describes how strong do we believe that the 
value of nbrSj is correct.  
Definition 2: The history of free service providers waiting for a service si at a zone zi is a record denoted by FOS

si,zi = 
{<date, si, zi, tj, nbrFOj> | 0 ≤ j ∧ nbrFOj ∈ N}, where nbrFOj represents the number of free service providers at 
time tj. 
Based on the two above-mentioned data records, the head of cluster of every zone zi calculates the redundancy level 
at every temporal point and keeps the data in a history record as the following: 
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Definition 3: The history of service redundancy for a service 
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where valj is a numerical redundancy estimation calculated as the following:

     valj (tj) =  	  ∗ 				ϕj					if										if			
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Definition 5: Regional Redundancy Record
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The algorithms used to generate the 3RS

si are out the scope of this paper. Figure 3 illustrates an example that shows 
how the 3RS

si  record is generated based on H
that at time 10:00:00 there is a total of 7 requests for service S
follows: 3 requests in zone A, 1 request in zone B and
summarized for the whole region of interest per day and for every redundancy level. In the example illustrated in 
Figure 3, we can see that at Saturday November the 11
total of 340 minutes. The spatial feature SP field specifies how are these 340 minutes distribute
minutes in zone A, 50 minutes in zone B, etc.). The temporal feature field TF details how these 340 
distributed in time, so we can see that from 08:00 to 08:30 the redundancy is low in zones A and B, from 08:30 to 
10:00 it is low in zones C, D and F, etc. The calculation of the spatial features and temporal features are inspired by 
the work of  Tang et al.11 about traffic modelling, and the algorithms are out of the scope of this paper.
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Fig. 3. An illustrative example of macro-redundancy calculation

One originality of our work is the qualification of redundancy data (Low, High and Medium levels). In fact, in the 
current state of the art redundancy is only measured with numerical values. By giving a qualitative interpretation to 
these numerical values, we intend to offer a representation that is more close to human decision makers, and to 
allow a more intuitive manipulation of redundancy data in the future extensions of our work. In the following 
section we address the problem of classifying numerical redundancy data into qualitative levels.         

3. Hidden Markov Model for redundancy data classification  

In this section, we outline a hidden Markov chain model for the classification of redundancy data. The main 
approach consists in considering the values of redundancy as an observed random process which ties together with a 
hidden discrete process counterpart representing a finite set of qualitative redundancy levels. The classification 
problem consists in matching the redundancy values with redundancy discrete levels. The number of discrete classes  corresponds to the number of levels (e.g.   3 refers to 3 levels: High (H), Medium (M) and Low (L)). Using 
hidden Markov chain to model redundancy allows not only an efficient joint classification scheme but also a 
statistical model to represent its temporal variation. 

We assume that the redundancy ,
  is a discrete time process that takes its values in ℝ . 

,
 = (,

 , … , ,
  ), where each ,

  , 1 ≤  ≤  represents the value of redundancy of service  in cluster 
, N being the total number of recorded values of redundancy. We assume that each ,

  is a real-valued random 
realization corresponding to a hidden process X = (X,

 , … , X,
  ) . Each X,

  belongs to a discrete set Ω =
{1, … , }. For sake of simplicity we denote by (resp. ) the value of redundancy =,

  (resp. =,
 ) at . 

The random process X is assumed to be a hidden Markov model (HMM) relying on the following assumption: 
(|, … , ) = (|)

The distribution of X  is then defined by the distribution of X  denoted by  = ( = )  and the transition 
matrices , 1 ≤  ≤  such that ( = | = ) = 

 . 
We also assume that the Markov model is stationary which means that transition matrix does not depend on . The 
distribution of the pairwise process (, ) can be derived in a close form from two properties:  

(i)  is independent conditionally to . (r|x) = ∏ (|);  
(ii) (|) = (|). 
Whence: (, ) = (|) ∏ ,

 (|). The data-driven densities (|) are assumed to be 
with known mixture.  
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current state of the art redundancy is only measured with numerical values. By giving a qualitative interpretation to 
these numerical values, we intend to offer a representation that is more close to human decision makers, and to 
allow a more intuitive manipulation of redundancy data in the future extensions of our work. In the following 
section we address the problem of classifying numerical redundancy data into qualitative levels.         

3. Hidden Markov Model for redundancy data classification  

In this section, we outline a hidden Markov chain model for the classification of redundancy data. The main 
approach consists in considering the values of redundancy as an observed random process which ties together with a 
hidden discrete process counterpart representing a finite set of qualitative redundancy levels. The classification 
problem consists in matching the redundancy values with redundancy discrete levels. The number of discrete classes  corresponds to the number of levels (e.g.   3 refers to 3 levels: High (H), Medium (M) and Low (L)). Using 
hidden Markov chain to model redundancy allows not only an efficient joint classification scheme but also a 
statistical model to represent its temporal variation. 
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We also assume that the Markov model is stationary which means that transition matrix does not depend on . The 
distribution of the pairwise process (, ) can be derived in a close form from two properties:  

(i)  is independent conditionally to . (r|x) = ∏ (|);  
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3.1. Classification algorithm    

The classification process is workable in polynomial time using a MPM Bayesian criterion using the marginal a 
posteriori probabilities () = ( = |) as follows: 
() =  arg max∈ (), ∀ = 1, … , . 
The computation of () is performed using the forward-backward procedure which consists in calculating the 

following probabilities: () = ( = |)  and () =  
  . These probabilities can be calculated 

recursively using the following computation scheme:
Boundary conditions: ∀ ∈ Ω

() = (| = )
∑ ∈ (| = )
() = 1


Induction 
∀  2 ≤  ≤ , ∀ ∈ Ω,  

() = (| = ) ∑ ()∈
∑ (| = ) ∑ ()∈∈

and 
∀  1 ≤  ≤  − 1, ∀ ∈ Ω,

() = ∑ ()∈ (| = )
∑ (| = ) ∑ ()∈∈

We can easily show that () = ()().
Joint a posteriori probabilities (, ) = ( = ,  = |) can be also calculated from forward-backward 
probabilities as follows: 

(, ) = ()()(| = )
∑ ∑ ()()(| = )∈∈

3.2. Parameters estimation    

HMM parameters can be estimated using the Expectation-Maximization procedure. The associated objective is to 
maximize the maximum likelihood of observed data. The EM algorithm consists in an iterative estimation of model 
parameters  = {, , (| = )}. In each iteration, we compute forward and backward probabilities and the a 
posteriori probabilities (, ) and (). HMM parameters are then estimated using the following equations: 

- ∀ ∈ Ω,  = 
 ∑ ();

- ∀,  ∈ Ω,  = ∑ (,)
 ; 

- ∀ ∈ Ω,  = ∑ ()
 ; 

- ∀,  ∈ Ω,  = ∑ ()()
 ,  with (| = ) ∼ (, ). 

4. Discussion and related work  

The problem of node redundancy has been the subject of several research works, mainly from a low micro-level 
perspective where redundancy is identified based on the overlaps between sensing and/or communication ranges of 
neighboring sensors. Many techniques have been proposed to implement this perception of redundancy. For 
example, Tezcan and Wang2 identify redundant nodes using perimeter, center, and distance tests. Fotouhi et al.6
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presented a computational geometry-based algorithm to estimate the area covered by the sensors in a region 
containing transparent and opaque obstacles and eliminate redundancy. In the algorithm proposed by Qu et al.8, 
nodes exchange their mutual information in order to classify their neighbors based on their sensing overlaps, and 
then apply some redundancy rules in accordance with a Boolean sensing model and a probability sensing model to 
detect redundancy. Le and Jang5 presented a scheme where nodes can estimate their coverage contribution within a 
given sensing area by using localization techniques. Diédié et al.4 presented a geometric approach to determine the 
area with the highest probability for a node to be redundant with respect to its neighbors’ locations. Finally, Jabeur et 
al.10 proposed a new solution based on a comprehensive formulation of redundancy as a dynamic matter, where 
sensors with low redundancy weights force neighboring peers with high redundancy weights to relocate or go to 
sleep according to a bully strategy.  

In all the above mentioned approaches, redundancy management is completely embedded in the sensor nodes, 
and once the network is deployed, no explicit data is kept about the network redundancy and its evolution. To the 
best of our knowledge, our work represents the first attempt to explicitly capture and store redundancy data, which 
allows for the implementation of a new approach of redundancy control in the context of IoT.    

5. Conclusion 

In this paper we proposed a framework for controlling service redundancy in the context of IoT. The framework 
is based on the perception of redundancy as an explicit spatio-temporal phenomenon, and consequently the use of 
spatio-temporal data model to explicitly represent and store redundancy data, with the aim of implementing a new 
proactive redundancy control approach. In addition, redundancy is modeled and managed at micro, meso and macro 
levels in accordance to three spatial scales. Constrained by the paper's length, many other fundamental components 
of the framework could not be presented, such as the functional architecture, the algorithms of redundancy data 
generation and their complexity, as well as the proactive redundancy control scheme. The performance of the  
framework is currently being tested with a simulation of taxi service scenario and using the Queuing theory to model 
certain behaviors of taxis (service providers) and customers (service consumers). Detailed results shall be presented 
in future extensions.   
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