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a b s t r a c t

Social networks have been a common platform for human interactions due to the rapid development of
Internet. Along with the rising demand in network analysis, the issue of node classification have became
an important research field. This article aims to address the task of node classification using an on-line
sequential learning method with the role of links and node features. Compared to the conventional
classification methods, we should not only use the node features for node classification, but also
consider the interaction among the linked nodes. In this paper, we assume that the nodes have been
partially labeled in a social network, and we use these labeled nodes to predict the categories of
unlabeled nodes. Based on OS-ELM learning method, three node classification approaches are proposed.
First, considering the influence of other nodes, we combine the linkage information with the features of
the trained nodes to learn the classifier. Then, for reducing the learning time, we present a method to
refine the node features. Finally, according to graph structures, we present an optimization node
classification method. Extensive experiments were conducted to verify the performance of our proposed
methods.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

With the emergence of online social networks and a vast increase
in the volume of Internet information, the active users of many large-
scale online social networks [19–21], such as Twitter, Facebook,
microblog, increase rapidly. According to Facebook, there are more
than 955 million active users in 2012. The development of social
network motivates researches in social network analysis, in which
node classification is a very important issue and has a great theor
etical significance and application value [1–4].

In existing node classification methods, link-based classifica-
tion is different from traditional content-based classification. Link-
based classification uses not only node features, but also the
information of network structure [22,23]. This kind of classifica-
tion is not limited by the independent and identically distributed
assumption, but permits existing various dependence relation-
ships among nodes. Therefore, link-based classification is more
suitable for many applications in real world. In this paper, we use
both link information and node features to address node
classification.

Machine learning is a standard method for classification. In this
paper, we adopt OS-ELM [7,17] which is an online sequential
extreme learning machine (ELM), to classify the nodes in a social
network. ELM [8–11] is an easy-to-use and effective learning
method for batch learning, while OS-ELM can train data one-by-
one or chunk-by-chunk with varying or fixed chunk length.

Usually, the problem of node classification in social networks is
divided into two cases. The first case is that the training set and
the test set are in the same social network instance, while the data
is partially labeled. In this case, we need to predict unlabeled data
from labeled one [6,15,25,26]. The second case is that the training
set and the test set are in different social network instances, while
training set is fully labeled. For this case, we need to use fully
labeled data to learn classifier in order to predict the labels of
other social network instances [27,28]. In this paper, we mainly
focus on the study of first case.

Specifically, in our problem, we assume that the structure of
the social network is a directed acyclic graph (DAG) [5]. In DAG,
the structure information can reflect the relationship among nodes.
For example, in the DAG shown in Fig. 1, a, b, c, d, e, f and g are users
in a social network, and they are connected with each other by
interests. Node e has been labeled and nodes a, b, c, d, f and g are
unlabeled. According to the link relationship among these nodes,
we can easily find out the ancestor-descendant relationship (called
A-D relationship) of node e, in which a and b are the ancestor nodes
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of node e, while c, f and g are descendant nodes. Therefore, except
for node d, others are likely to affect the classification of node e.
Based on this observation, in this paper, we first present a baseline
node classification method (called BNC) for node classification using
both A-D relationship and node features by OS-ELM. However, by
analyzing the computational complexity of this method, we can
know that it takes OðDjV jÞ time to learn the classifier, where D
denotes the number of training data, and jV j denotes the total
number of node objects. Next, we propose an improvement
approach in order to reduce the computational cost. Conceptually,
the baseline method needs to scan the global graph in each
iteration for training. However, not all A-D nodes are able to
generate a great influence on training data. Therefore, we propose
an improved node classification method (called INC) by pruning
little-influence nodes. Little-influence nodes, treated as little-
influence samples in general purpose classification algorithm, may
correspond to noise. Then, their removal will increase the classifica-
tion error. Therefore, though INC is able to reduce the computation
cost, it cannot guarantee an accurate classification. In order to
obtain a higher accuracy for classification and less computation
cost, we propose an optimization node classification method (called
ONC) in the final. A process multiplexing approach is used to solve
the problems of accurate classification and efficiency. Experimental
results show that our algorithms boost the overall classification
accuracy and reduce the running time.

The remainder of the paper is organized as follows. We
formally define node classification in social networks and give a
review of ELM and OS-ELM in Section 2. We propose a baseline
node classification algorithm based on link information and node
feature. After that, an improved algorithm and an optimization
method are proposed in Section 3. We discuss the results of
performance tests on real datasets in Section 4 and the conclusion
of our work in Section 5.

2. Preliminaries and definitions

In this section, we first briefly review an on-line sequential
learning machine OS-ELM that is used in our task. Then, we define
some necessary concepts of our problem.

2.1. Review of OS-ELM

ELM is a very efficient learning method for classification and it
has some salient features, such as powerful generalization perfor-
mance and fast learning speed [12–14]. ELM solves the problem of

traditional SLFNs learning method with lower learning speed for
batch learning. Another learning method OS-ELM is developed
from ELM, which is able to learn data one-by-one or chunk-by-
chunk. The process of OS-ELM algorithm is shown as follows.

Given N arbitrary samples ðxi; tiÞ, where xi ¼ ½xi1; xi2;…; xin�T
ARn and ti ¼ ½ti1; ti2;…; tim�T ARm, since standard SLFN with ℓ
hidden nodes can approximate these N samples with zero error [9],
the output of a SLFN with ℓ hidden nodes can be formalized by

f ℓðxÞ ¼ ∑
ℓ

i ¼ 1
βiGðai; bi; xÞ; xARn; aiARn ð1Þ

where ai and bi are the learning parameters of hidden nodes, βi is the
output weight, and Gðai; bi; xÞ is the output of the ith hidden node
with respect to the input x. As for additive hidden node,
Gðai; bi; xÞ ¼ gðai � xþbiÞ, biAR, where ai is the input weight, bi is
the bias of the ith hidden node and ai � x is the inner product. As for
RBF hidden node Gðai; bi; xÞ ¼ gðbi Jx�ai J Þ, biARþ , where ai and bi
are the center and impact factor of ith RBF node. Rþ is the set of all
positive real values.

After selecting the type of node, the activation function, and
the hidden node number ℓ, OS-ELM can be implemented with
data ℵ¼ fðxi; tiÞjxiARn; tiARm; i¼ 1;…;Ng arrived one-by-one or
chunk-by-chunk. Therefore, two steps OS-ELM algorithm can be
represented as follows.

Initialization phase: Given a training set ℵ¼ fðxi; tiÞjxiARn;

tiARm; i¼ 1;…;Ng, a small chunk of the training data ℵ0 ¼
fðxi; tiÞgN0

i ¼ 1 is used to initialize the learning, where N0Zℓ.

� For RBF hidden nodes, input weights is center ai and impact
factor is bi, where i¼ 1;…;ℓ; for additive hidden nodes, input
weights ai and bias bi are assigned randomly.

� Calculating the initial output matrix H0.

H0 ¼
Gða1; b1; x1Þ … GðaN ; bN ; x1Þ

⋮ ⋯ ⋮
Gða1; b1; xN0 Þ ⋯ GðaN ; bN ; xN0 Þ

2
64

3
75
N0�ℓ

ð2Þ

� Estimate the initial output weight βð0Þ

� Set k¼0, where k is the number of chunks that is trained
currently.

Sequential learning phase: Present the (kþ1)th chunk of new
observations:

ℵkþ1 ¼ xi; tið Þ� �∑kþ 1
j ¼ 0Nj

i ¼ ∑k
j ¼ 0Nj

� �
þ1

ð3Þ

and Nkþ1 denotes the number of observations in the (kþ1)th
chunk.

� Calculate the partial output matrix Hkþ1,

Hkþ1 ¼

G a1; b1;x
∑k

j ¼ 0Nj

� �
þ1

0
@

1
A … G aN ; bN ; x

∑k
j ¼ 0Nj

� �
þ1

0
@

1
A

⋮ ⋯ ⋮

G a1; b1; x∑kþ 1
j ¼ 0Nj

� �
⋯ G aN ; bN ;x∑kþ 1

j ¼ 0Nj

� �

2
66666664

3
77777775
Nkþ 1�ℓ

ð4Þ
where Hkþ1 is calculated by the (kþ1)th chunk of data ℵkþ1.�

Set Tkþ1 ¼ t
∑k

j ¼ 0Nj

� �
þ1

;…; t
∑kþ 1

j ¼ 0Nj

� �
2
4

3
5
T

Nkþ 1�m

.

� Calculate the output weight βðkþ1Þ.

βðkþ1Þ ¼ βðkÞ þK�1
kþ1H

T
kþ1 Tkþ1�Hkþ1β

ðkÞ
� �

ð5Þ

a

b c

d e f

g

Fig. 1. Node relationship.
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From Eq. (5), we find that K�1
kþ1 rather than Kkþ1 is used to

compute βðkþ1Þ from βðkÞ. The update formula for K�1
kþ1 is

derived using the Woodbury formula [24]:

K�1
kþ1 ¼K�1

k �K�1
k HT

kþ1 IþHkþ1K
�1
k HT

kþ1

� ��1

�Hkþ1K
�1
k ð6Þ

βðkþ1Þ can be written by Pkþ1,
Then, βðkþ1Þ can be obtained.

βðkþ1Þ ¼ βðkÞ þPkþ1H
T
kþ1 Tkþ1�Hkþ1β

ðkÞ
� �

ð7Þ

where Pkþ1¼K�1
kþ1.� Set k¼kþ1. Go to the beginning of Sequential Learning Phase.

2.2. Problem definition

In this section, we give some necessary definitions and present
the problem formulation. Since social networks can be repre-
sented as a graph structure, for explicitly depicting the problem of
the issue, we assume that the graph structure is a DAG.1 The
definition of DAG is given as follows.

Definition 2.1. DAG: Let G
!¼ ðV ; E!Þ denote a DAG, where V is a set

of nodes and E
!

is a set of directed edges. An arbitrary directed
edge from node vi to vj is denoted by vi; vj

� 	
, where vi; vjAV and

vi; vj
� 	

a vj; vi
� 	

.

Definition 2.2. A-D relationship: Given two nodes vi and vj, where
vi and vj are in G

!
, if there is a path from vi to vj, then there exists

an ancestor-descendant relationship between them, i.e. vi is an
ancestor of vj.

In real social networks, many user nodes can label themselves
to identify the occupation or interests. However, in many cases, it
is difficult for each user to identify its own node, such as
Bioinformatics and paper-coauthored networks. Therefore, we
need to use partially labeled nodes as a training set to learn
classifier for predicting the attributes of unlabeled nodes. Next,
a partially labeled network is defined as follows.

Definition 2.3. Partially labeled network: Let G
!¼ ðVL;VU ; E

!
; TL;WÞ

denote a partially labeled network. VL represents a set of labeled
nodes and VU represents a set of unlabeled nodes, where
VL [ VU ¼ V . The categories of labeled nodes is represented by TL,
while W is a weight matrix associated with nodes in V.

In traditional content-based node classification, the solution
always uses the node features to classify the unlabeled nodes. But,
the classification accuracy is low without considering the influ-
ence of unlabeled nodes. In order to obtain a higher accuracy over
node classification, in our approach, besides attributes of labeled
nodes, we also take into account the A-D relations in the
classification.

Definition 2.4. Ancestor: Given a node vA G
!

, the ancestor nodes
fPiðvÞji¼ 1;2;…kg represents the nodes that have paths to v.
Specifically, i is the path length from PiðvÞ to v and k is the path
length from the farthest root node to v, where PiðvÞ denotes the set
of ancestors that have i distances to v.

According to Definition 2.4, we can compute the ancestor
nodes which can affect the trained nodes. We consider these
nodes, since they all have some relationships with trained nodes.
Based on the above concepts, we can define the problem studied
in this paper. For a partially labeled social network, our target is to

discover the categories of all unlabeled nodes in a DAG. The formal
definition of node classification in DAG is given as follows:

Definition 2.5. Node classification: Given a partially labeled net-
work G

!¼ ðVL;VU ; E
!

; TL;WÞ, the corrected VL by A-D relationship
is

s : ðVL; PiðvÞ;NEjðvÞÞ-Vn

l ð8Þ
where fPiðvÞ;NEjðvÞgAVU . The predictive function of node classifi-
cation in DAG can be formulated with new labeled nodes Vn

l by

f N : G
!¼ ðVn

L ;VU ; E
!

; TL;WÞ-T ð9Þ

3. The node classification algorithms

In this section, we will describe the different methods to solve
the node classification problem against traditional approach. We
start by describing a simple method, BNC, base on Definition 2.5 to
learn classifiers.

3.1. BNC method

For a node classification issue, a straight forward method is to
use the labeled node features to directly learn classifier by ELM.
Then, using the trained classifier, we can predict categories of all
the unlabeled nodes. However, the method has a low predictive
accuracy due to not considering the influence of other nodes.
Therefore, in this subsection, we will propose a classification
method which considers A-D relationship based on OS-ELM.

As we know, the classification results are erroneous if we
simply use node features for classification. In order to solve the
problem, the BNC method uses the features of ancestor to correct
the features of trained node, since the impacts of these features
have a transitive relation. Considering the example of Fig. 1, b and
d are the ancestor and neighbor of e respectively, where xb ¼ ½xb1;
xb2;…; xbn�, xe ¼ ½xe1; xe2;…; xen� and xd ¼ ½xd1; xd2;…; xdn� are the
corresponding feature vectors. In DAG, if there exists a directed
edge between two nodes, then we can confirm that there are links
between attributes (user b follows user e in Twitter). The idea is
inspired by the PageRank algorithm [16]. In PageRank approach,
each Web page is regarded as a network node, and the links
between Web pages are regarded as the directed edges. If there is
an edge from node i to node j, i will contribute to j and the ranking
of j will be uploaded. Based on PageRank approach, in our
problem, if we assume that the link is from b to e, then we say
that the contribution of b is transferred to e partially, denoted by
xbi↣xej.

Rule 1. Let G
!

be a DAG structure of a social network, while vi and vj
are arbitrary two nodes in G

!
. If there exists a path from vi to vj, then

all the nodes over the path can affect vj.

Rule 2. Let G
!

be a DAG structure of a social network, while vi, vj and
vk are arbitrary three nodes in G

!
. If there exists a path from vi to vj,

while vk is the neighbor of vj, then vk can gain partial contributions
which belong to vj from its parents.

In DAG, if there is an edge between any two nodes, then the
contribute transfer has been impacted. Considering the A-D
relationship, we use path length to measure the loss and gain of
each node contribution. Therefore, we select a universal loss
function2 for the correction of each node feature.

LðxÞ ¼ e�dðxÞ ð10Þ

1 DAG is a special case of complex graphic. 2 Other loss functions can also be used in our problem.
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where dðxÞ is a distance vector in which each element denotes a
distance between an unlabeled node to a labeled node.

Therefore, for any two adjacent nodes i and j, if the path
between them is from i to j, then the formulation of corrected
vector is

sðxjÞ ¼ xjþxie
�dðxi;jÞ ð11Þ

Since the contribution only happens between the same node
attributes, for any trained node, Eq. (11) can be rewritten as

sðxÞ ¼ x ∑
L

l ¼ 1
ð1þ∑e�dðxÞÞ ð12Þ

where L is the number of path and ∑e�dðxÞ is all the contribution
from the ancestors of node x in a path.

Given these, we can give the BNC method in Algorithm 1.

Algorithm 1. BNC algorithm.

Input:
1: Graph G

!
;

2: Training set ℵ¼ fðxi; tiÞjxiARn; tiARm; i¼ 1;…;Ng;
Output:
3: The output weight β of OS-ELM;
4: k¼0;
5: for each training data do
6: Calculate the corrected vector xn

i .
7: Calculate the hidden layer output matrix Hk about xn

i ;
8: Estimate the initial output weight βðkÞ;
9: k¼kþ1;
10: end for

The process of this method is similar to OS-ELM. The difference
is that we need to calculate the corrected node features in each
reachable path (line 7). Therefore, it takes OðDjV jÞ time to learn the
classifier. If D¼ jV j, then the computational complexity will be
OðjV j2Þ. The response time is extremely large and unacceptable. In
order to reduce the computational costs, we propose an improve-
ment method to solve the problem in the next subsection.

3.2. INC method

Algorithm 1 is to correct a trained node in each iteration and
use the corrected node to learn the classifier for output weight β,
while the process of corrected node needs to scan the whole
reachable paths.

In order to reduce the response time, we should use an
observation from the BNC method.

Observation 3.1. When the path length reaches a definite value, the
prediction results will not change even if the path length keeps
increasing. According to this phenomenon, we can confirm that the
impact of path length on classification accuracy has its limits.

Therefore, we have the following pruning rules to reduce path
lengths in the training.

Rule 3. For an arbitrary node, the corrected vector is impacted by
loss function. Therefore, the affect of loss function is becoming smaller
with the increase of path length. When the path length approaches a
certain length, the change of node feature is negligible.

Based on Rule 3, we can obtain a new conclusion. The node
vector, parameter ai and bi are the input values of OS-ELM, while
β is the only output value. Thus we have

Rule 4. The change of output weight β can be neglected if the node
contribution is negligible.

Considering the correction function s, we only need to find out
a lower-bound of corrected vector when the change of a node
contribution is very small, since the real values of corrected vector
can be obtained by Eq. (12). Thus, based on Rule 4, we can know
that the path length could be shorter. This is because further nodes
have a lower influence (contribution). For instance, user b follows
user e and user e follows user g in Twitter, in which user b directly
affects the classification result of user e, while user b has a lower
influence on user g.

According to above analysis, we make some adjustment for the
path length. Let ψ represents an arbitrary reachable path and
v¼ v1; v2;…; vn are the nodes over ψ. For arbitrary two nodes vi
and vj, the path length between them is denoted by li;j, where vi
and vj are neither the root nodes nor leaf nodes associated with ψ.
Assume that the relationship of contribution is vi↣vj and vj is a
labeled node. In a classification, based on Rule 3, the neglected
change of β is denoted by ϵ. The neglected change of path length δ
can be obtained by the following formula:

δ¼ arg sðarg GðϵÞÞ ð13Þ
The new path length can be easily obtained as

ln ¼ l�δ ð14Þ
where l is the a dimension of dðxÞ.

Theoretically, since ϵ is a posteriori error, ϵ can be set by
experiments. However, the new path length may be different for
each node. Practically, the new path length ln may be longer if vj
have many ancestors. Thus, we cannot set the same value for each
node. For example, path ψ i;j is one of the paths reaching vj. If vj
have many ancestors, then the path length that we set may not
satisfy ϵ. The way of overcoming this problem is that we need to
extend ψ i;j for vj. However, in our problem, we choose exponential
function as loss function for ancestors. Therefore, we would like to
extend the value of ln to guarantee ϵ.

For obtaining a better response time, we have improved BNC
method and proposed INC method. However, INC method is
proposed based on experience. To an effective learning method,
the process of path length selection should be automatic without
human intervention. Therefore, in the next subsection, we will
propose an optimization node classification method according to
path information.

3.3. ONC method

In previous subsections, we illustrate details of our node
classification methods, including BNC and INC. We can know that
these two methods have different advantages. BNC method can
obtain a higher classification accuracy, while INC can reduce the
response time. If we can take the advantages of these two
methods, then the performance of the node classification will be
improved significantly. To this end, in this subsection, we will
describe our optimization classification method.

First, we talk about an example for node classification based on
BNC. Fig. 2 shows a DAG subgraph in which two nodes a and i are
used to learn. In the learning process, a is the first node that joins
in the learning sequence. BNC algorithm adopts the depth first
search approach to compute the transferred contribution from the
nodes with A-D relationships. In Fig. 2, ψ1, ψ2 and ψ3 represent
three relationship paths for a. However, we can easily know that
there are partial overlapping paths, such as ψ f ;d, when node i joins
in the classifier. The learning will generate unnecessary computa-
tion costs if we take the same strategy as a. For this case, we
propose a two-step method to solve the problem.

� Initialization: The ONC method starts at the first labeled node
that joins into classifier with the depth-first search. All the
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nodes in the search are marked as its corresponding path
length to indicate the layer in the search tree, and add a link
that points to each node.

� Update: The ONC method firstly conducts the depth-first search
when the next node joins into classifier. If there exists one path
which links to the marked node, then according to the path
information of the node contained, we can compute the
remaining path length from the marked nodes. Finally, ONC
will add the new partial path into the path tree.

Let us reconsider the example in Fig. 2. In the figure, ψ1, ψ2 and
ψ3 consist of the paths tree in the initialization step. In the update
step, ψ4 is also added into the path tree, while ψ f ;d and ψg;d are
pruned by the ONC algorithm. Algorithm 2 describes the details of
the ONC algorithm.

Algorithm 2. ONC algorithm.

Input:
1: Graph G

!
;

2: Training set ℵ¼ fðxi; tiÞjxiARn; tiARm; i¼ 1;…;Ng;
Output:
3: The output weight β of OS-ELM;
4: k¼0;
5: for each training data do
6: Search the whole path.
7: if ψxback

-ψxfront then

8: Calculate the remaining path length of ψxback
.

9: Add ψxback into the path tree of ψxfront
.

10: else
11: Calculate the corrected vector xn

i .
12: end if
13: Calculate the hidden layer output matrix Hk about xn

i ;
14: Estimate the initial output weight βðkÞ;
15: k¼kþ1;
16: end for

Compare with BNC methods, the ONC method solves the
problem of large response time. By analyzing the computational
complexity of the ONC method, we can know that it only takes
OðjV jþjEjÞ time to learn the classifier. In addition, the ONC method
avoids the human intervention and keeps the classification
accuracy.

4. Experiments

In this section, we test the effectiveness and efficiency of our
proposed three node classification algorithms. We conduct extensive

experiments by evaluating the efficiency of our techniques with
varying parameters. Our methods are implemented on MATLAB
7.0 with AMD Athlon Dual Core processors 3.0 GHz and 4 GB main
memory and programs are compiled in Java. We use GraphStream [29]
to conduct the operation of DAG. GraphStream is a graph handling Java
library that focuses on modeling of dynamic interaction networks of
various sizes. The goal of the library is to provide a way to represent
graphs and proposes several graph classes that allow to model
directed and undirected graphs. We present our experiment results
on real dataset to evaluate the effectiveness of our proposed
algorithms.

4.1. Dataset

In this paper, we use three kinds of datasets, containing WebKB
[18] and microblog, to evaluate the effectiveness of our algorithms.

The WebKB dataset consists of four sub-datasets which repre-
sent the web pages and the links between these pages from the
universities, including Cornell, Washington, Texas and Wisconsin
respectively. Each web page is marked one of five class labels,
containing course, faculty, project, staff and student. The whole
dataset consists of 877 web pages 1608 links. Each web page in the
dataset is described by a 0/1-valued word vector indicating the
corresponding word from the dictionary. There are 1703 unique
words in the dictionary.

Sina Microblog is a large-scale online social network in China.
The dataset of microblog is extracted by crawler. The dataset
consists of 661 users and the whole network consists of 1972 links.
The dataset is classified into four classes according to the interests
of users. If there exists a following relationship between two users,
we put a directed edge between them.

We extracted a connected sub-network of the DBLP dataset on
four fields: database, data mining, information retrieval and
artificial intelligence. The dataset contains 5768 papers, 12 con-
ferences, 5975 authors and 3763 terms, with a total number of
123,154 links. The link can be connected if papers have some
connection with authors, conferences and terms. For testing the
accuracy of our methods, we use a labeled dataset of 2679 authors,
50 papers and all 12 conferences. We use DBLP dataset to test our
methods in a larger social network.

4.2. Experiments setting

Our experiments mainly evaluate the following two aspects:
(1) the accuracy and response time of methods BNC, INC, ONC,
C-RMN (Community-based Relational Markov Networks) [30] and
RC-ELM (Regularization Classification Method Based on ELM) [31]
and (2) the effect of parameters ln on the performance. For the first
aspect, we compare our proposed algorithms with varying size of
the training data in different datasets. For the second aspect, we
mainly consider effect of path length on the performance of the
INC method. The sigmoidal additive activation function is used in
the simulations and the number of hidden node is set to be 180.

4.3. Results

We first only use OS-ELM to test the running time and
classification accuracy of DAG nodes without considering the
relationship of ancestor nodes, in order to compare with the
performance of our proposed methods. Table 1 gives the experi-
ments' results with varying training data size D in different datsets
and the number of neurons is set to be 11. The results indicate that
OS-ELM cannot fully demonstrate its capabilities in link-based
classification. Though the results show a fast training speed, the
classification accuracy is lower. For classification problem, classi-
fication accuracy is a more important factor. Thus, in the following

Fig. 2. Path selection.
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experiments, we will compare our proposed methods with
content-based OS-ELM method.

Next, we test the performance of our proposed algorithms.
Fig. 3 shows the response time of our proposed algorithms in
different size of training data respectively. In order to guarantee
the INC method to obtain higher classification accuracy, we set the
path length parameter ln¼8. From the five experiments, we can
observe that the performance of the ONC method is better than
the other two methods. With the increasing of training data size,
the training time of the BNC method is increasing rapidly, while
the ONC method appears a shortest response time. This is because
that the BNC method needs to scan the ancestors of all nodes once
in each learning iteration, while the ONC method only needs to
scan the ancestors of all nodes once in the whole learning process.
Based on the setting of ln, the INC method costs less running time
than the BNC method, since many paths are pruned. The experi-
ments indicate that the performance of the ONC method is only
relevant to the scale of trained graph and the performance of OS-
ELM. Since the response time of C-RMN method is more than one
minute, the results cannot be shown.

Fig. 4 shows the classification accuracy of our proposed algo-
rithms. In the experiments, we adopt cross-validation method to
test the classification accuracy in turn and select the average value
of all the test results as the final results. These figures show the
classification accuracy of our proposed algorithms in different size
of training data respectively. From the figures, we can know that
the classification accuracy increases with the increasing of training

data size. Compare with the methods BNC and INC, since the path
length is set by us, some paths and nodes that need to be
computed are lost. For this reason, the classification accuracy in
the INC method is lower than BNC and ONC methods, in which
BNC and ONC methods both scan the whole DAG in learning
process. However, compare with the result in Table 1, the testing
accuracy of all the methods are better than the ones in OS-ELM.

Then, we test the effect of path length with varying ln based on
the INC method. Fig. 5(a) shows the classification accuracy with
varying ln in different datasets. In this experiment, the number of
training data is set to be 100. Likewise, we employ cross-validation
method to test the classification accuracy in turn and select the
average value of all the test results as the final results. From the
figure, we can observe that the classification accuracy is very low
when ln is set to be 2. The phenomenon indicates that the ancestor
nodes affect the node classification. With the increasing of para-
meter ln, the classification accuracy increases rapidly. For micro-
blog dataset, the classification accuracy keeps stable when ln¼10.
By analyzing the dataset, we know that the max number of
relations of each user in the social network is 9. Actually, the
classification accuracy will not change if we set ln¼9. For the other
datasets, we can also observe the same phenomenon. From the
results, we can conclude that not all the relationship of ancestor
nodes can affect the classification results even if the training data
have many ancestors.

Next, we test the performance of depth-first search in DAG.
In the experiments, we let all the nodes in different datasets join
into learning and test the response time of feature correction.
Fig. 5(b) shows the results of response time in different datasets.
From the figure, we can observe that BNC and INC methods cost
more time than ONC method does, since ONC method avoids the
repeated computation on ancestors search.

Finally, we test the accuracy of our proposed algorithms in
DBLP dataset. We show the classification accuracy of authors,
papers and conferences in Fig. 6(a), (b) and (c). In order to test the
problem of partially labeled, we randomly choose ρ¼(0.2%, 1%) of
authors and papers as the labeled information for classification.
The aim of randomly selecting is to avoid the influence of different
information for classification results, and we use the average
classification accuracy as our testing results. From the figure, we
can observe that BNC and ONC methods still have a higher
classification accuracy than INC method, and their classification

Table 1
The test only with OS-ELM.

Datasets D Training (ms) Testing (ms) Training (%) Testing (%)

Cornell 50 10.8 2.52 0.92 0.38
100 17.6 1.8 0.94 0.43

Washington 50 10.6 5.8 0.95 0.472
100 18.3 4.9 0.96 0.65

Texas 50 11.6 3.13 0.95 0.272
100 17.1 1.7 0.97 0.38

Wisconsin 50 13.6 10.1 0.92 0.37
100 21.2 7.3 0.95 0.58

Microblog 50 27.4 19.6 0.87 0.32
100 39.2 14.5 0.91 0.45

Fig. 3. Response time: (a) Cornell; (b) Washington; (c) Texas; (d) Wisconsin; and (e) Microblog.
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accuracy is more than 90%. Although the classification accuracy of
ONC method is slightly lower than BNC method, ONC method can
obtain a faster running speed (ONC method scans partial nodes
while BNC method scans the whole graph). Therefore, the testing
results can verify the effectiveness of our methods in a large social
network.

5. Conclusions

In this paper, we focus on studying node classification in social
networks. We adopt DAG to construct the social network struc-
ture. Based on OS-ELM, we first propose the BNC method as a basic
approach for node classification. Then, we improve the BNC
method to obtain a better performance by setting the path length.

Finally, we summarize the defects of previous two methods and
propose an optimization method ONC without human interven-
tion. Extensive experimental studies verify that the efficiency of
ONC method is better than BNC and INC methods. In the future, we
plan to study the node classification over joint distribution.
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