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Abstract— Human face detection plays an important role in many
applications such as computer-human interaction, face recognition
and video surveillance and so on. In human face detection
application a false detection rate and slow detection speed remain
major problems. In this paper, we present a method to avoid these
problems, by combining a Fast Saliency-based visual attention
(FSBVA), skin color filtering (SCF), and Viola and Jones Face
detector (VJFD) : After determining all possible face candidate
regions using FSBVA with SC, the VJFD is applied to detect
Human face and then a discrimination based SCF is used to reject
false positive. Our method takes advantage from the visual
attention mechanism to rapidly find the attractive face regions and
to overcome the problems of false negatives when both VJFD and
SC are applied directly in video frames with complex backgrounds.
Experimental results show the effectiveness of the proposed

method.

Index Term— Face detection, saliency based visual attention,
Viola and Jones face detector, skin color filtering.

I INTRODUCTION

Human face detection plays an important role in many
applications such as computer-human interaction, face
recognition and video surveillance and so on. The problem of
face detection refers to determining whether or not there are any
faces in a given image [01]. There have been various
approaches proposed for face detection, which could be
generally classified into four categories [02]: template matching
based methods, feature-based methods, knowledge-based
methods, and learning based methods. Template matching based
method means the final decision comes from the similarity
measurement between input image and the template. It is scale-
dependent, rotation-dependent and computational expensive.
Feature-based methods use low-level features such as intensity
[3], color [4], edge, shape [5] , and texture to locate facial
features, and further, find out the face location. Knowledge-
based methods [6] detected an isosceles triangle (for frontal
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view) or a right triangle (for side view). Learning based
methods use a lot of training samples to make the classifier to
be capable of judging face from non-face.

Recently, a lot of research is being done in the vision
community to accurate face detector in real work application, in
particular, the seminal work by viola and Jones [7]. The Viola
and Jones face detector has become the defacto standard to built
successful face detection in real time, however, it produces a
high false positive (detecting a face when there is none) and
false negative rate (not detecting a face that’s present) when
directly applied to the input image. To deal with this problem, a
various improvements have been proposed, such as using skin
color filters (whether pre- filtering or post-filtering) to provide
complementary information in color images. Though many
experimental results have demonstrated the feasibility of
combining SCF with VJFD to reduce false positive, both
methods suffer from high false negative rate as some face
regions may be ignored by detector, when directly applied to
the input image with complexes background[10][13][17].
This can significantly decrease the accuracy of any face
application domains, attributed to the fact that, when a face
region is missed, the following stages of the system cannot
retrieve the missed face. Therefore, false negative determine
the eventual success or failure of the subsequent stages.

In this paper, we propose a way to overcome this limitation by
exploring the advantages of the fast saliency-based visual
attention to select the image regions which may contain the
most relevant parts of video frames i.e., rapidly finding the
attractive face regions. The proposed method uses fast
spatiotemporal saliency, combined with skin color pre-
filtering to select candidate regions, and then applies Viola and
Jones face detector VJFD with skin color-post-filtering.

The remainder of this paper is organized as follows,
Sect.ll, provides an overview of related work. The proposed

method is presented in Sect.lll. Sect.lV is devoted to the
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experimental results. Finally, conclusions and perspectives are
drawn in Sect.V.

Il. RELATED WORK
The Viola and Jones face detector is the first ever face detection
framework to provide successful face detection in real time. It
contains three main ideas that make it possible to run in real
time: the integral image, classifier learning with Adaboost, and
the intentional cascade structure [8]. However, it produces a
high false positive rate and false negative when directly applied
to the input image. Various research contributions have been
made to overcome these problems, such as using pre-filtering or
post-filtering methods based skin color filter to provide
complementary information in color images. In [9] [10] the
authors proposed an interesting method to reduce the false
detection by using a skin color as a pre- filtering stage prior to
the application VJFD. In [11] the authors proposed a hybrid
method to reduce false positive in the VJFD by using skin color
face post-filtering method in HSV color space. To reduce the
effects of lighting, the authors in [12] applied an illumination
compensation algorithm in the first step and then, they combine
VJFD and the skin color detector to detect face. In [13] the
authors proposed a method to reduce the false positive rate and
keeping the high detection rate of the VJFD in real applications,
by using post-filtering methods based on color-based skin
filtering in RGB color space. Though many experimental results
have demonstrated the feasibility of combining SCF with VIFD
to reduce false detection, both methods suffer from high false
negative rate when directly applied to the input image. This can
significantly decrease the accuracy of any face application
domains, attributed to the fact that, when a face region is
missed, the following stages of the system cannot retrieve the
missed face. Our goal is to propose an efficient face detection
method which guarantees reducing false negative and false
positive rate on the work of Viola and Jones face. The motivation
of our method takes advantage of visual attention mechanism to rapidly
find the attractive face regions and to overcome the problems of false

negatives when both VVJFD and SC are applied directly in video frames
with complex backgrounds.

Computational models of visual attention have been widely
soused in modern computer vision and robotics to predict
important areas in the visual field, [31], [22]. The researchers
have seen a renewed interest in the use of visual attention to
rapidly towards on a small object of interest in our visual
environment and they suggest that Human face and text
primarily attract attention independent of tasks [24][25]. The
saliency-based visual attention represents one of the main
attempts to simulate this visual mechanism on computer [23].
Several approaches have been proposed in the literature to
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provide a computational foundation to the notion of visual
saliency, which can be broadly classified into a)bottom—up [13]
[21], b) top—down methods and c) Bayesian or hybrid model.
Bottom-up attention methods use local features in a given
image to find image locations, which are considerably different
from their neighbors [25].

Recently, several hybrid models of visual attention have
been proposed by various researchers. These models attempt to
formulate human attention in a Bayesian framework, combining
the bottom-up saliency model and the top-down contextual
information of object location and appearance [20-26,27].
Usually, Such models, implicitly or explicitly, estimate a
probability density of filter responses obtained from local image
features (bottom-up saliency) for a given image and combine it
with the probability density of object shape (shape prior) and
object location (location prior), learned from the training
samples in a Bayesian framework. In [31] a bottom-up model of
visual attention based on three image features: colors, intensity
and orientation in different scales, is proposed. The center-
surround operations are implemented by difference of filter
responses between two scales to obtain a set of feature maps for
a given feature. The feature maps are then normalized and
linearly combined to construct the final saliency map. In [20],
the authors proposed a bottom-up model based on the use of
dissimilarity metric. They defined a graph on the image and
employed random walks to compute visual saliency. The
saliency measure at a spot is proportional to the frequency of
visits at the equilibrium of the random walk. In [18], a hybrid
model of visual attention, which attempts to calculate the
measure that exploits statistics of natural images, is proposed.
The difference of Gaussian filters (DoG) is used for the
calculation of local saliency. The image intensity is used as
input and the filter responses are estimated by a multivariate
generalized Gaussian distribution. However, these models of
visual saliency are typically too complex and need a very high
computational capacity [22]. It is necessary that these models
produce fast responses for high-level applications such as robot
vision and video content analysis. To provide a real-time model
of visual attention, Nich et al. [22] proposed a simplified
version of the model proposed by Zhang et al. [18]. They
empirically evaluated the saliency model in saccades control of
a camera in social robotics situations.

1. DESCRIPTION OF PROPOSED METHOD

We propose an efficient face detection method which
reduces the false negative and false positive rate of the Viola
and Jones face detection method. Our method takes advantage
of saliency-based visual attention to overcome the problem of
false negatives by rapidly finding the attractive face regions in
video frames. This method consists of three stages: (1) Pre-
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selecting candidate face areas, (2) face detection using Viola
and Jones, (3) validation with skin color post-filtering. The
flowchart in Figure 1 shows the steps followed to decrease the
false detection rate and false negative.

A. Pre-selecting candidate face areas
Skin has a characteristic color which is shown to be an effective

cue for face detection; however, skin color filtering suffers from
false negatives, i.e. miss-detection, when directly applied to the
input images. To overcome this problem we propose to use the
fast spatiotemporal saliency technique, to rapidly find the
attractive face regions in video frames, and combine them with
those obtained by skin color filtering. The combination is
achieved by merging the binary image masks given by the two
methods, using the bitwise OR operator. This first stage is a
filter to narrow the search space, reduce the false negatives rate
and speed up the VJFD.

Salient object extraction
The attractive salient objects which correspond to the most

salient regions of the saliency map are extracted by using the
model proposed by Nich et al. [22], then the binary mask image
is generated by using simple thresholding to segment the
saliency map into salient regions and the background.

In [22] the authors proposed a very fast model of visual
attention for robot vision. This model is an approximation to the
Bayesian model presented in [18]. The approximation is
achieved in the following way:

- Instead of the Difference-of-Gaussian spatial filters, the
difference of DoB is used. The DoB are types of box Haar-style
filters, a computationally efficient class of filters that have been
used with much success recently in visual object classification
in the work of Viola and Jones [07].

- Instead of the Generalized Gaussian probability model, the
Laplacian probability model is used; the filter impulse response
distribution was modeled as a Laplacian distribution with fixed
variance.

The algorithm is designed to find regions of an image plane
most likely to be useful in unconstrained conditions, i.e.,
situations where there are a very large number of potential tasks
of interest.

After selecting the regions which may contain the most
important information, the saliency map is analyzed for the
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Saliency based Skin color
visual attention filtering

Viola & Jones face detection

Skin  color
verification

[ Face detected ]

Fig. 1. Flowchart of the proposed method.

segmentation method, inspired by the approach used in [28],
converts the saliency map Is(x,y) to a binary (black and white)
detection and selection of the regions of interest, discarding
regions which are too small to contain useful information.

Firstly, the segmentation is used to extract object corresponding
to the most salient region of the saliency map. The threshold
mask Ig(x,y) according to (1). The threshold value is
interactively determined, using the saliency map. Then,
morphological operations are used to remove small regions and
fill holes.

|B (X) — {1 s (x)=threshold

0 ,lI5(x)<threshold

(1)

Skin color filtering

Recently the skin color methodologies have been
broadly used in a great number of applications as
complimentary information to other features. Skin color is an
affective cue for face detection since it provides
computationally effective, robust information against rotation,
scaling and partial occlusions. In general, the final goal of skin
color filtering is to build a decision rule, which will
discriminate between skin and non-skin pixels. There have been
various approaches for skin color filtering summarized in
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several survey papers [14, 15], and may fall into two main
categories [16]: pixel-based skin detection methods and region-
based skin detection methods. Pixel-based skin detection
methods classify each pixel as skin or non-skin individually,
independently from its neighbors. On the other hand, region-
based skin detection methods try to take the spatial arrangement
of skin pixels into account during the detection stage to enhance
the methods performance.

In  our proposed method, especially for real-time
implementation, the pixel-based skin detection method is
chosen for fast processing. We also use a color compensation
step [29] prior to skin color filtering, to reduce the effects of
lighting. A pixel with color components (R, G, B) is detected as
skin if the conditions given in (2) below hold. The second line
in (2) ensures that RGB components must not be close together,
which ensures greyness elimination. The third line in (2)
ensures that R and G components must not be close together,
which must be true for fair complexion [14].

R>95&G>40&B>20& (2)
max{R,G,B}- min{R,G,B} > 15 &
IR-G|>15&R>G &R >B.

B. Viola and Jones face detection
The purpose of this section is to classify the areas, into faces or

non faces. The Violaand Jones face detector is performed locally
on all selected bounding boxes around connected pixel regions
on an image. This allows eliminate fake faces with low
saliency, and help to decrease the false positives in face
detection. Viola & Jones [7] have presented a face detection
method based on an over-complete set of Haar-like features
(fig.3) which are calculated in scaled analysis windows. The
rectangular Haar-like features are sensitive to edges, bars and
other similar structures in the image and they are computed
using an efficient method based on the integral image concept.

After calculation of a huge number of features for each analysis
window, the AdaBoost algorithm is used for combining a small
number of these features to form an effective classifier.

C. Skin color verification

As mentioned, Viola and Jones face detector has some
substantial limitations, as a high false positives rate. In order to
solve problem, Skin color post- filtering is used to verify if
there are sufficient number of skin pixels in a face candidates
sub-windows detected by VJFD; all sub-windows with a size
smaller than Q = 300 pixels are discarding. Verification with
skin color filtering is illustrated in Figure.5.

Fig. 2. Detection of most salient pixels
in video frames.

(a) The original image

(b) The result of extracting the most
important information (attractive face regions)

(c) The histogram of the block-wise saliency
map most salient pixel on the image
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(d) thresholding the saliency shows the

(e) image after applying morphological
operation

IJENS



International Journal of Engineering & Technology IJET-IJENS Vol:14 No:03 32

1%

Fig. 3. The set of Haar-like features for AdaBoost

Face candidates

Remove image

Fig. 4. Schematic depiction of a cascaded detector

After calculation of a huge number of features for each analysis
window, the AdaBoost algorithm is used for combining a small
number of these features to form an effective classifier.

C. Skin color verification

As mentioned, Viola and Jones face detector has some
substantial limitations, as a high false positives rate. In order to
solve problem, Skin color post- filtering is used to verify if
there are sufficient number of skin pixels in a face candidates
sub-windows detected by VJFD; all sub-windows with a size
smaller than Q = 300 pixels are discarding. Verification with
skin color filtering is illustrated in Figure.5.

V. EXPERIMENTAL RESULTS
In order to evaluate the performance of the proposed method,

many experiments have been carried out using a variety of face
datasets, which include samples video taken from TV, video-
conference cameras, and standard video database NRC-IIT [1].
The NRC-IIT database, publicly available, contains 11 subjects,
and for each subject there is a pair of low-resolution video clips.
Each clip shows a face of a computer, user sitting in front of the
monitor, who undergoes a variety set of movements, which
cause changes in face illumination.

We also compare our proposed method with three methods. The
first one [10] applies skin color based pre-filtering prior to the
application of the VJFD. The entire image is scanned to retrieve
face candidates by skin color segmentation and morphological
operations, then the final face regions are obtained by applying
the VJFD to these face candidates. The second method [13] uses
skin color as a post-processing stage to the VJFD. The third
method is the later detector reported in [07].
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The comparison is based on the accuracy, the false positives
rate, and the false negatives rate, which are defined below
tablel [30].

(a) (b)

Fig. 5.  Skin color verification (a) the face detection results of the VIJFD [7]
algorithm for image 29 of the video 00-1.avi are shown. (b) Face detection
verified by skin color filtering. The false positive has been eliminated.

The results presented in table 1 were obtained using the video
clips of subjects from the NRC-IIT database. The analysis of
these results show clearly, that the accuracy of the VJIFD
increases when a skin color based pre-filtering is used, which
means that this face detector gives low false negatives rate
when it is not applied directly to the entire input image. This
motivates the use of a skin color detector as a prior stage in our
method. However, the skin color detector may miss some skin
pixels, which results in false negatives.

Overall, it can be stated that introducing saliency based visual
attention in a face detection system improves significantly the
accuracy by overcoming the skin color failure to detect skin
regions, especially under illumination variations, caused by
movement, and in the case of distant face detection in complex
backgrounds.

It should be noticed that integrating visual attention based face
detection to skin color filtering into the VJFD pre-processing
does not increase the processing time on a parallel architecture
computer, since the two processing may be run simultaneously.
Furthermore, incorporating a prior pre-filtering stage to VJFD
may reduce the processing time of this detector since it is then
applied to only a portion of the entire image, the portion that
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Table |

Comparisons of our results with other face detectors methods

33

Accuracy FNR FPR
Viola & Jones [07] 79.46% 20.54% 34%
VJFD and Skin-post- 80.28% 19.72% 09.12%
filtering [13]
Skin pre-filtering and 82.10% 17.92% 25.87%
VJIFD [10]
Proposed method 91.54% 07.83% 09.10%

e Accuracy = 1-(FPR+FNR)/2

o False Positives Rate (FPR) = the ratio of the number of detected false positives to the total number of faces.
o False Negatives Rate (FNR) = the ratio of the number of false negatives to the total number of faces.

may reduce the processing time of this detector since it is then
applied to only a portion of the entire image, the portion that
contains face candidates provided by the pre-filtering stage.

V. CONCLUSION

This paper presents a novel face detection method which
reduces the false negatives, and the false positives rates of the
well known method Viola and Jones face detector. The
proposed method applies visual attention based face
segmentation and skin color based filtering, prior to the
application of the VJFD, to reduce the false negatives rate. It
then applies skin color post-filtering to eliminate false positives.
The experimental results presented illustrate the effectiveness of
this method, compared to some other methods proposed in the
literature, especially the well known VJFD.

In a future work we will try to evaluate the complexity of the
proposed method, in terms of computational load, and compare
it to that of other methods.

(a)

(b)

Fig. 6. test methods at different distance (a) results of our proposed
method (b) skin color method and VJFD failed to detect face .
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