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HIGHLIGHTS

e The introduction of DFP can improve the processing rate based on cloud computing.
e We put information processing on the platform, and achieve fast image retrieval.
e This paper mainly adopts the method based on fault tolerance mechanism.

ARTICLE INFO ABSTRACT

Article history: In smart city, accurate video sensing information is very critical for the whole city system. However, huge
Received 21 September 2017 amount of information is the main characteristic of multi-camera system, and we have truly been in big
Received in revised form 25 October 2017 data era for image/video processing. In the development of modern smart city, how to make accurate
:\CIZTIEES Zrll\l]ﬁl":?xzir 2017 image retrieval in multi-camera system should be considered seriously. In previous researches, many

approaches have been put forward. To the best of our knowledge, there is few research focusing on the

Keywords: method based on distributed fault-tolerant processing (DFP) method. The introduction of DFP will greatly
Smart city improve the processing rate based on cloud computing, so it will be beneficial to the improvement of
Cloud computing this issue. In this paper, we propose a distributed image-retrieval method designed for cloud-computing
Distributed image-retrieval method based multi-camera system in smart city. Through the combination of the cloud storage technology, data
Multi-camera system encryption and data retrieval technology, we achieve efficient integration and management of multi-

camera resources. In this way, the cloud computing network data will be released more quickly, which
can provide convenient storage service for users. What is more, experimental results show the scalability
and effectiveness of the proposed method, compared with previous processing methods.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction transportation system, and serve the unobstructed public activity
with sustainable economic development [15].

In smart city, urban public monitoring system (UPMS) occupies As a very important research topic, image retrieval has been

a very important position [1-5]. For image/video processing issue, ~ Paid more and more attention. Specially, content based image re-

researchers made full use of the Internet of things, cloud comput-  trieval(CBIR) system has a very broad application prospects. At this

stage, the field of content-based image retrieval technology has
been widely applied in medical image retrieval, digital library and
face recognition. In the research of multi-camera sensing image
retrieval, it often combines remote sensing image processing, net-
work transmission technology, image data database technology,
pattern recognition, computer vision and other cutting-edge re-
search. As an important source of information, distributed image-
retrieval method has become the new hot research field [ 16].
Image retrieval is a branch of information retrieval technology,
which studies how to query relevant images quickly and accurately

ing, artificial intelligence, automatic control and mobile Internet
technology to finish the large amount of information collection
[6-12]. In management support for urban public monitoring sys-
tem, it requires the ability to perceive, interconnect, analyze, pre-
dict, and control image/video processing systems in regions, cities,
even greater spatial and temporal boundaries [13,14]. In this way,
it can fully guarantee city safety, give full play to the efficiency of
all the city infrastructures, improve the operation efficiency of the

* Corresponding authors. from a large image dataset [ 17-21]. The image retrieval technology
E-mail addresses: jiangbin@tju.edu.cn (B. Jiang), Houbing.Song@erau.edu is mainly divided into text based image retrieval (TBIR), content
(H. Song). based image retrieval (CBIR) and semantic based image retrieval
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Fig. 1. Multi-camera system of smart city.
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Fig. 2. System diagram.

(SBIR) [22]. In this paper, we mainly consider the CBIR. Different
from the traditional data retrieval, image-retrieval in multi-camera
system has it own characters. In order to better manage the multi-
camera system of smart city, cloud computing will be the best
choice, which is shown in Fig. 1. With the increasing size of the
cloud computing system, most of the storage nodes are cheap with
poor reliability in order to save cost. How to effectively protect the
reliability of data has also become the primary concern for the cur-
rent distributed storage system. In order to provide a reliable stor-
age service, the distributed storage system can improve the fault
tolerance of the system by introducing redundant information.
This redundancy storage mode can make the system to tolerate a
certain number of node failure [23,24]. And the system also needs
a good node repair mechanism, which can repair the failure data
quickly in the event of failure and keep the maintenance of sys-
tem redundancy. Large scale distributed storage system has been
widely used because of its high storage capacity, high throughput,
high availability and low cost [25].

For a typical cloud computing system, it can be divided into
three parts: (1) Clients send requests for the special purpose to
the cloud computation resource. (2) Cloud computation takes the
task and make decisions or retrieval. (3) The final calculation infor-
mation and analysis results are returned to the clients. The whole
process is shown in Fig. 2.

In this paper, image-retrieval method designed for multi-
camera system based on distributed fault-tolerant processing
(DFP) is proposed, which is processed based on the cloud comput-
ing platform. There are three main contributions can be summa-
rized as follows.

(1) To the best of our knowledge, there is few research focusing
on the method based on distributed fault-tolerant processing (DFP)
method. The introduction of DFP will greatly improve the process-
ing rate based on cloud computing, so it will be beneficial to the
improvement of this issue.

(2) The problem of image management in smart cities has
been puzzling researchers. In this paper, we put the information
processing on the cloud platform, and solve the problem of fast
image retrieval by using cloud computing.

(3) In previous studies, the extraction of image features and
the formation of feature vectors are important steps. However, the
processing speed of this method is not satisfactory. In the specific
retrieval process, this paper mainly adopts the method based on
fault tolerance mechanism.

The rest in this paper is organized as follows. Section 2 will
illustrate the background and motivation based on the related
work. In Section 3, the special algorithm framework will be given.
In Section 4, the experimental design and results are shown. At last,
conclusion will be given in Section 5.

2. Background and motivation

Multi-camera system integrates the public security monitoring,
traffic monitoring, road alarm and electronic map system. It is
highly integrated and needs to be distributed by way of centralized
control with decentralized management. Because of the different
infrastructures in different cities, the city monitoring system’s size
requirements are not the same. In this way, it requires that the
system module should have a high degree of independence [26].

In addition, the whole multi-camera system brings a big chal-
lenge on the computational capacity for the management. Under
normal conditions, the frame rate of the camera is about 20 frames.
In this model, the image data of the whole city will be very large,
which is more than the capacity of traditional image processing
equipment. Cloud computing can solve the problem by offering
infinite computing resources apparently [27,28].

In order to improve the whole scalability for the basic frame-
work, many previous works have been done. The proposed image-
retrieval method designed for smart city will be based on the spe-
cial cloud computing workflow. Generally, four main method can
be referred for the distributed fault-tolerant system in the multi-
camera workflow for cloud computing. So the special content will
be discussed as the preparation for the design.

2.1. Multi-camera system based on erasure code

Erasure code is proposed in the field of communication trans-
mission, which can be used in the design of multi-camera sys-
tem [29,30]. Due to its mathematical characteristics, it has been
gradually applied to large scale storage systems, especially in
distributed storage environment for data redundancy protection.
Compared with the replication strategy, erasure codes can be used

Please cite this article in press as: J. Yang, et al., A distributed image-retrieval method in multi-camera system of smart city based on cloud computing, Future Generation
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to minimize redundant storage under the same reliability, and the
erasure codes have been widely used in distributed file systems.
The basic principle of erasure code is as followed. At first, the
original file storage is O, and it is divided into k data blocks at first,
which can be denoted as O, O, ..., Ok, and then they are encoded
for the generation of n coding blocks, which can be denoted as
B1, By, ..., By, n > k. Finally the n coding blocks are stored in
different nodes in accordance with a certain set of rules. When
the system has a storage node failure, it can recover the lost data
and keep the system redundancy as long as the left encoding
block is enough to utilize the remaining encoding block. If any k
blocks in the n encoding blocks can reconstruct the original file, the
erasure codes can satisfy the maximum distance separable (MDS)
characteristics. In addition, the most commonly used encoding
method is RS code [31].

2.2. Multi-camera system based on regenerative code

In multi-camera system, the use of regenerative code can im-
prove the robustness of cloud computing storage system. In the
last subsection, the erasure codes are based on degree limiting
methods, but the regenerative code do not limit the degree of
data blocks and redundant blocks. In addition, it can construct the
generated matrices by selecting special coding coefficients.

In multi-camera system, it can be used to improve the operation
quality of the whole system. Regenerative codes are used to im-
prove the traditional erasure codes so as to reduce the bandwidth
consumption of the restoration failure nodes. In principle, the idea
of network coding is introduced into regenerating codes. When the
failure node is repaired, the nodes involved in the repair process
will first make the data in the node linear combination and then up-
load it. In this mode, the final restoration bandwidth consumption
will be controlled at minimum. There are two extreme points in
the optimal curve, representing the optimal storage effect and the
minimum bandwidth repair effect, which can achieve minimum
storage regeneration code and minimum bandwidth regenera-
tion [32].

2.3. Multi-camera system based on replication strategy

Replication strategy is the most simple method to introduce re-
dundancy to multi-camera system. The basic idea for copy strategy
is to establish a number of identical copies for each data object in
the system and put the copy stored in different nodes. When the
data is corrupted or invalid which cannot be used normally, it can
be accessed through the nearest storage node to obtain the data
backup which is consistent with the original [33,34].

If there is a survival copy for the data object, the distributed
storage system can have normal operation. Repair process is also
very simple and efficient, as long as requesting the nearest node in
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the storage [35]. The replication strategy in multi-camera system
is simple, which is easy to implement, easy to repair and easy to
expand. In addition, multiple copies of the store can also share the
load by reading the file, such as the more copies are equipped with
hot file configuration to support concurrent read operations. But
in complex storage structure with a large number of nodes and
large-scale distributed system, we must solve three problems in
order to achieve fast and efficient fault tolerant technology: setting
replica number, the placement of replica and the replica repair
strategy [36].

2.4. Multi-camera system based on locally repairable code

Locally repairable code(LRC) is proposed to improve the storage
system. Generally, there are only two types of EC chunks: data
chunk and code chunk, each of which is a linear combination of
all other data chunk.

In this part, we will give an implementation based on LRC
technology [37-39]. It can be seen that the LRC technology reduces
the repair bandwidth of RS codes at the expense of an additional
14 percents for storage overhead. But its encoding is still RS code,
so the coding efficiency is not improved. In addition, LRC coding
does not meet the MDS characteristics, and the system also need
to add additional information to mark the two coding data. When
the repair of a node is in failure, LRC has very good repair ability.
For the repair of two or more than two nodes, they need to connect
the k nodes. As the storage system becomes larger and larger, the
probability of node failures increases. In addition, in order to solve
the problem of fault tolerance in large data storage system, we have
improved the structure of memory encoding and obtained lower
redundancy cost and more efficient repair [40,41].

3. Distributed image-retrieval method in multi-camera system

For cloud storage system, the distributed cloud storage tech-
nology, data encryption technology and data retrieval technology
are all very important. Combination of the above key technology
not only can achieve the efficient integration and management of
network storage resources, but also can provide a friendly external
connection window, so that the cloud computing network data can
be released more quickly to provide convenient storage service for
users. In this paper, we propose a new method for the cloud storage
in multi-camera retrieval system, and the following is a detailed
description.

In this paper, a distributed image-retrieval method in multi-
camera system of smart city based on cloud computing is proposed,
which is shown in Fig. 3. And we explain it in three aspects. First
of all, the cloud computing framework for multi-camera system is
set up. And the designed image retrieval method is given. At last, it
will analyze the fault tolerance mechanism in the whole system.

3.1. The cloud computing framework for multi-camera system

For multi-camera system, the cloud computing framework is
very important, and it should be set as the special construction.
In traditional image processing system, the storage and manage-
ment of big data is regarded as the core task, which can provide
relevant data storage and business access functions for the outside
world [42,43].

The distributed storage technology designed for big data cloud
storage system makes use of the transmission and storage of data,
while the distributed storage resources are formed as a virtual
storage device [44,45]. In this section, the distributed cloud storage
technology is analyzed based on the directed random rule. Accord-
ing to the rule of directed random walk, the cloud storage system’s
source data packet arrives at the network node v, and the node u
is randomly selected from all the neighbor nodes of v. In detail, the
special characters for the four different framework layers will be
listed as following.

Please cite this article in press as: J. Yang, et al., A distributed image-retrieval method in multi-camera system of smart city based on cloud computing, Future Generation

Computer Systems (2017), https://doi.org/10.1016/j.future.2017.11.015.




LE;/D ﬂf%f Downloaded from http://iranpaper.ir

http://www.itrans24.com/landingl.html
PEOVYYYA-F+ (+¥)) s wlod

4 J. Yang et al. / Future Generation Computer Systems 1 (1111) I1E-111

3.1.1. Display layer

In most data center cloud computing architecture, the display
layer is mainly used to show the user’s content and service experi-
ence in a friendly manner, and it will take advantage of the services
provided by the middleware layer below. In the framework of this
design, such arrangements are also necessary. In this section, any
front-end language can meet the needs of the system, so there is
not much to describe here.

3.1.2. Intermediate layer

In the design of the intermediate layer, it provides a variety
of services, based on the resources provided by the infrastructure
layer, such as caching services and REST services. In addition, these
services can be used to support the display layer, or directly to
the user call. In this part of the design, we use a multi tenant and
parallel processing model to design. Among them, multi tenant is
to make a single camera can be more than one service demand,
but also to maintain isolation and safety, and by this technology,
can effectively reduce the purchase cost and maintenance cost. In
addition, parallel processing can process huge amounts of data.

3.1.3. Infrastructure layer

The infrastructure layer provides the computing and storage
resources needed for the intermediate layer or the user. In this
paper, the cloud computing architecture, including the following
special design, in order to better adapt to the multi-camera system.
First of all, virtualization can generate multiple virtual machines
on a physical server, and can achieve full isolation between these
virtual machines, it can not only reduce the purchase cost of the
server, but also reduce the maintenance costs of the server. In order
to carry large amounts of data and ensure the manageability of
these data, the design of the whole architecture needs a whole set
of distributed storage system.

3.1.4. Management layer

The management design provides a variety of management and
maintenance techniques for the above three layers. Specifically,
it can facilitate user login in the safe condition through the good
account management technology, and convenient administrator to
account management. In addition, it can monitor the performance
of virtual machines, services, and applications running at all levels
so that they can run in the case of SLA Agreement Level (Service).
Other types of management also need to be considered, which are
no longer listed here.

3.2. Image retrieval method in multi-camera system

Traditional image retrieval methods are confronted with a lot
of problems in the presence of large amounts of image data. In this
paper, we propose a large scale image retrieval method based on
MapReduce computing model.

In this method, our image retrieval is based on feature vector
generation, feature clustering, and image vector inverted index
construction in three steps.

3.2.1. Feature vector generation
Since the feature detection and description between images
are independent with each other, it is necessary to simply en-

capsulate the above calculation process into the Map function,
and this phase only needs Map part to complete [46]. Here’s the
MapReduce design for this phase: (1) Map. Enter images that are
shaped with image-ID and image-data. The Map function performs
SURF algorithm on each image input, extracts the feature vector,
and calculates the feature maps. This characteristic number is used
to normalize the posterior term frequency. Its output form the
construction with image-id. (2) Reduce. The Reduce function acts
like an identity, passing only each key pair to the output section.
At the end of this phase, a description file containing the feature
vectors is obtained [47].

3.2.2. Feature clustering

K-means algorithm is a hard clustering algorithm, whose ob-
jective function is a typical clustering method based on the pro-
totype’s representative. The prototype data is processed by the
optimization objective function, and the extremum method is
based on iterative adjustment rules [48]. In this paper, the K-means
algorithm takes Euclidean distance as similarity measure. It is the
optimal classification of the initial clustering center vectors, which
makes the evaluation index | minimum. In addition The algorithm
uses the square error sum criterion function as the clustering
rule [49,50].

k
V=) -y (1)

i=1 xj€S;

In the retrieval operation of the city image database, the cal-
culation process is as followed: first, it randomly selects samples
as the initial cluster center. According to the distance from the
center, cluster can be made assigned to each sample, recalculating
the K new cluster centers. Then, each sample according to the
distance will be assigned to each new cluster. So it will iterate
until the target function converges or iterates to a fixed number of
steps. This iterative process can be accomplished by repeating the
call to the MapReduce task, each starting a MapReduce calculation
corresponding to an iteration.

3.2.3. Inverted index construction

In the image retrieval process, each image will be represented
as a vector, each of which corresponds to the visual word in the
visual vocabulary.

nf‘d N

TF — IDF; g = TF; 4 % IDF; g = —— % log—
nd DFt

When the images are represented as vectors, the similarity
between them can be computed by cosine similarity:

V(dq) % V(dy)

sim(dq, dz) = V(dy)] [V(dy)| :

(2)

3.3. Fault tolerance mechanism and encryption algorithm in the
whole system

In the proposed distributed image-retrieval method in multi-
camera system, the special fault tolerance mechanism and encryp-
tion algorithm in the whole system is very important.

Data retrieval technology is one of the key technologies of cloud
storage system. The performance of the retrieval system not only
determines the reliability of the system, but also determines the
efficiency of data access [51].

When the user retrieves the cloud storage data, it can restore
the original data by accessing any k in the n cloud servers. In this
way, the user can retrieve all the selected k cloud servers by coding
vector and the coding mark for verification.

If an encoding tag fails, the user will send a report to the third
party server while accessing the alternate cloud storage server.

Please cite this article in press as: J. Yang, et al., A distributed image-retrieval method in multi-camera system of smart city based on cloud computing, Future Generation
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Table 1
Definition of precision and recall.

Relevant Irrelevant Total

Predicted Positive
Predicted Negative
TP + FP + FN + TN

False Positive
True Negative
Actual Negative

Retrieved True Positive
Not retrieved False Negative
Total Actual Positive

If the k storage server code tags are all verified, the user only
carries out the belief vector propagation decoding algorithm. At
the same time, the data user retrieves the corresponding coding
group and the retrieval mark, and it completes the verification of
the coding packet integrity. All the original packets of the file M can
be recovered by the same calculation process as the coding group.
Finally, the M decryption operation is performed on the file. At the
same time, the plaintext data is obtained to complete the retrieval
of the cloud storage system.

As mentioned before, the data will be stored in a number of
data centers, so the data security has become an urgent problem
to be solved [52,53]. In this paper, the RAS encryption algorithm
will be used. RSA encryption algorithm is a typical public key
cryptography algorithm [54].

4. Experimental results and analysis
4.1. Experimental protocol

In the traditional image retrieval system, how to make accurate
evaluation on the retrieval is very important. In the previous re-
search, some methods were proposed to assess the experimental
results based on different algorithms.

In this paper, two important indexes are introduced for the
experiments, which are called as precision and recall. For precision,
it can be computed as the ratio of TP and TP +FP. In this concept,
TP represents the final true retrieval images number. But FP rep-
resents the final false images number. In other word, precision is
used to measure the success probability in a large image retrieval
system. For recall, it can be computed as the ratio of TP and TP +-FN.
In this concept, TP represents the final true retrieval images num-
ber. But FN represents all the other true images in the database. In
other word, recall is used to measure the retrieval percentage in a
large image retrieval system.

In order to express the two indexed in more detail, we list
them in Table 1. In addition, it can be expressed as mathematical
equations.

cisio LLi (4)
recision = ———
b TP + FP
TP
recall = ——— (5)
TP + FN

Comprehensive evaluation index , F — measure, is one of the
common evaluation criteria in the field of information retrieval.
When we consider the effects of both the precision and the recall,
the F — measure is obtained, F — measure is calculated as follows.

(9% 4+ 1) x precision x recall

F — measure = 6
@2 x (precision + recall) (6)

In the above formula, ¢ It is used to adjust the weighted pro-
portion of both the precision and the recall. If ¢ = 1, F-measure is
F1,

2 x precision x recall
F — measure = _ (7)
precision + recall
Obviously, F1 is the perfect combination of both the precision
and the recall . If F1 is greater, the ability of the retrieval system is
stronger.
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Fig. 4. When the amount of data is small, comparison results for the consumption
time.
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Fig. 5. When the amount of data is large, comparison results for the consumption
time.

4.2. Overall performance and comparison results

In multi-camera system, the data scale is very large and it re-
quires the system to be capable in fast image retrieval. In this paper,
we choose ImageNet as the simulation database. ImageNet has
more than one Nodes, which can be seen as a network. Specially,
each node can be regarded as equivalent to a item or subcategory.
Currently, a node contains at least 500 corresponding objects for
training images. It is actually a large image database for image
training. The overall performances are shown in Table 2, and it can
be seen that the proposed method can get more previous retrieval
results.

4.3. Run time analysis

In the case of a small amount of data, with the gradual increase
of the data storage, the method proposed in this paper will be
compared with Hadoop system for time consumption. In this part,
the time consumed mainly includes reading time, storage time and
writing time.

As shown in Figs. 4 and 5, when the data is small, there is little
difference between the proposed system and the Hadoop system.
But when processing a large amount of data, the time consumed by
the system will be significantly lower than that of Hadoop system,
which is because the system designed specifically for big data,
and the time is very obvious advantages. In addition, the detailed
statistic is shown in Table 3.

4.4. System availability analysis
When the number of data nodes is 100, we made statistics on

the data distribution of the system and Hadoop system , and the
results are shown in Figs. 6 and 7.
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Table 2

The overall performance based on precision.
Data RSA system NSA system BSA system Hadoop system Proposed
1000 0.733 0.746 0.762 0.784 0.793
1500 0.745 0.762 0.772 0.791 0.797
2000 0.752 0.782 0.783 0.803 0.806
2500 0.767 0.792 0.791 0.814 0.817
3000 0.783 0.810 0.801 0.821 0.827
3500 0.791 0.821 0.814 0.832 0.833
4000 0.828 0.843 0.824 0.842 0.845
4500 0.832 0.851 0.831 0.853 0.856
5000 0.841 0.863 0.845 0.871 0.881
5500 0.852 0.871 0.864 0.882 0.892

Table 3

The result of run time analysis.
Data RSA system NSA system BSA system Hadoop system Proposed
1000 19.43 18.32 16.44 13.88 10.91
1500 23.13 21.86 20.38 17.22 15.51
2000 25.37 23.87 21.05 20.14 19.81
2500 26.93 25.32 24.31 21.44 19.62
3000 37.43 34.34 31.44 28.32 21.71
3500 49.43 34.53 3242 30.12 23.12
4000 51.44 40.23 38.23 31.34 24.68
4500 55.23 45.39 41.33 35.32 27.62
5000 58.53 49.54 45.32 40.23 37.87
5500 59.43 50.56 49.43 43.23 38.54
6000 62.45 58.23 53.23 49.34 42.83
6500 63.56 60.34 57.34 51.32 43.53
7000 66.33 62.34 60.15 53.33 49.22
7500 67.35 65.34 63.83 58.43 53.21
8000 69.34 68.54 61.42 59.23 56.24

Table 4

The result of system availability analysis.
Data RSA system NSA system BSA system Hadoop system Proposed
1 61 45 84 59 85
5 41 57 83 94 46
9 45 82 94 46 74
13 50 47 91 60 94
17 54 157 83 94 46
21 43 35 45 47 87
25 53 36 83 47 68
29 95 37 46 84 75
33 74 84 57 35 45
37 56 56 34 58 57
41 45 84 93 84 84
45 73 46 34 35 57
49 84 84 67 36 84
53 46 46 34 93 56
57 93 77 94 46 47
61 35 59 45 36 67
65 83 83 46 98 46
69 46 94 24 57 47
73 94 57 45 84 85
77 85 84 48 45 46
81 46 94 95 92 47
85 94 37 45 36 85
89 67 87 39 74 73
93 46 47 73 54 46
97 46 73 35 44 67

It can be seen from Figs. 6 and 7 that the proposed method 4.5. Overall energy consumption of the network
can get better result. Compared with the Hadoop system, the data
distribution of the system in this paper is more uniform. In other
words, the system has a high availability. The distribution of the
data greatly affected on the performance of the entire system, if

The overall energy consumption of the system is compared with
other system such as the Hadoop system , and the results are
shown in Fig. 8.

As can be seen in Fig. 8, when the number of stored data is

the data distribution is not uniform, unbalanced load will come, ot the same, the overall energy consumption of the two systems
which will greatly reduce the usability of the system. In addition,  varies. The total consumption of this system was significantly
the detailed statistic is shown in Table 4. lower than Hadoop system. It is mainly because the Hadoop system

Please cite this article in press as: J. Yang, et al., A distributed image-retrieval method in multi-camera system of smart city based on cloud computing, Future Generation
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Table 5

The result of overall energy consumption.
Data RSA system NSA system BSA system Hadoop system Proposed
1000 29.34 28.75 26.84 23.64 20.83
1500 33.67 31.57 30.34 27.32 25.38
2000 35.44 33.83 31.56 30.56 29.81
2500 36.56 35.57 34.93 31.34 29.56
3000 47.45 4435 41.73 38.75 31.93
3500 59.56 44.57 42.35 40.25 33.36
4000 61.65 50.93 48.56 41.36 34.46
4500 65.67 55.35 51.93 55.43 37.35
5000 68.79 59.85 55.36 50.57 47.83
5500 69.44 60.46 69.93 53.93 48.34
6000 72.34 68.36 63.36 59.48 52.83
6500 83.78 70.64 67.94 61.73 63.35
7000 86.57 72.26 70.98 63.39 49.47
7500 87.47 85.92 83.46 68.48 63.46
8000 89.26 88.24 81.83 79.39 76.23

2001 5. Conclusion and discussions

In the development of modern smart city, how to make ac-

150 curate image retrieval in multi-camera system should be con-
sidered seriously. In this paper, image-retrieval method designed

100+ for multi-camera system based on distributed fault-tolerant pro-
cessing (DFP) is proposed, which is processed based on the cloud

computing platform. There are three main contributions can be

summarized as follows. To the best of our knowledge, there is

J few research focusing on the method based on distributed fault-

10 15 20 5 30

tolerant processing (DFP) method. The introduction of DFP will

% 5 2 35 greatly improve the processing rate based on cloud computing,
so it will be beneficial to the improvement of this issue. The

Fig. 6. The data distribution of the method in this paper. problem of image management in smart cities has been puzzling
researchers. In this paper, we put the information processing on

140 ¢ the cloud platform, and solve the problem of fast image retrieval by

using cloud computing. In previous studies, the extraction of image
features and the formation of feature vectors are important steps.
100+ However, the processing speed of this method is not satisfactory. In
the specific retrieval process, this paper mainly adopts the method
based on fault-tolerant processing. Experimental results show the
60 scalability and effectiveness of the proposed method, compared
with previous processing methods.

120

80

40+
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