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Abstract-Hand-written text recognition (HTR) is often car­
ried out line-by-Iine: the decoding of text lines is carried out 
independently. This approach is known to deteriorate recognition 
accuracy of words and characters close to the line boundaries. 
The present study investigates this issue from the point of view of 
the language modeling component of the HTR system. Obviously, 
lack of linguistic context may be one of the reasons for loss of 
accuracy, but it certainly is not the only factor in play. We seek 
to clarify to which extent the problem can be influenced by the 
language modeling component of the system. We first discuss how 
to develop adapted language models which significantly improve 
HTR performance in general. We then focus on the deployment 
of methods to improve accuracy at line boundaries. The final 
result is an efficient approach which significantly improves HTR 
accuracy without changing the basic HTR system setup. 

Keywords-Domain adaptation; Higher order N-gram model; 
Hand-written text recognition. 

I. INTRODUCTION 

The current hidden markov model (HMM-based) ap­
proaches to handwritten text recognition (HTR) typically uti­
lize a statistical language model during the decoding process 
[1], [2]. The statistical language models are basically used 
to guide the decoding step by ranking and constraining the 
possible word sequence hypotheses. Language models are 
usually constructed from large text corpora which - ideally 
- are in-domain, linguistically close to the language of the 
document collection which is being processed. However, in 
HTR for historical documents, which is the main goal of 
this research, obtaining effective models is much less straight­
forward: models built from the in-domain data are generally 
unsatisfactory because not enough data can be obtained to 
avoid overfitting. Therefore, one can use out-oj-domain data 
to improve the language model, but in order to exploit the 
larger pool of out-of-domain data one has to surmount two 
difficulties: (1) indiscriminate use of out-of-domain data may 
not benefit, in fact even deteriorate system performance and 
(2) the use of the complete out-domain data for training may 
increase the complexity of the system, making the decoding 
step almost untractable [3], [2]. 

The above-mentioned issues are typically dealt with by 
using domain adaptation or language model adaptation tech­
niques [4][5][3][2]. In this paper we use a language model 
adaptation approach proposed in [2], which employs a semi­
supervised learning method [6] to handel language model 
adaptation problem for HTR. 
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Another issue of language models in the HTR systems is 
the use of a higher N-gram language model. Current HTR 
systems mainly employ Unigram or Bigram language models 
[1] [2] in the decoding process of the recognition, which 
is not unreasonable, because using higher order language 
models in HTR may lead to complex system and increases 
substantially the computational cost of the decoding process 
[7] [1]. However, it is obvious that trigram or higher language 
models will give better recognition performance. To deal with 
this problem, we propose a new approach to use a higher N­
gram model in HTR without any further computational cost. 

In our experiments, we use the tranScriptorium HTR 
engine described in [8] on a set of digitised images of 
manuscripts written by the 18th and early 19th-century British 
philosopher Jeremy Bentham. We use available Bentham tran­
scriptions as in-domain data and the public part of the Eigh­
teenth Century Collections Onlinel corpus as out-of-domain 
data. Analysing the results of the HTR experiments on the 
Bentham 2 benchmark corpus shows more word error rate near 
the line boundaries (cf. Fig. 2). From the point of view of 
language modeling, this issue might be due to: (1) missing 
context information for words near the line break, (2) language 
model overfitting of bigram with line starting symbol «s» 
and ending symbol « / s », or (3) hyphenated forms of words. 
We propose two paragraph-based approaches to deal with the 
issues: (1) using a paragraph-based language model, and (2) 
using a word graph-based approach applying a paragraph-level 
decoding algorithm, in which scoring recognition hypotheses 
from different lines is no longer independent. Our experimental 
results on the Bentham dataset show the performance of the 
proposed methods. 

The rest of the paper is organised as follows. Section 
II gives an overview about hidden markov model and lan­
guage modeling. In Section III the used methods for improv­
ing language model is addressed. Section IV introduces the 
paragraph-based approaches and Section V presents the ex­
perimental setup. Section VI addresses the results and Section 
VII concludes the paper. 

II. HIDDEN MARKOV MODELS AND LANGUAGE MODELS 

IN TEXT RECOGNITION 

In this section, we first address the problem definition and 
then state the role of language models in HTR. 

1 http;lIwww.textcreationpartnership.org/tcp-eccol 
2Images and transcriptions have been produced in the Transcribe Bentham 

project [9], http;lIwww.ucl.ac.ukltranscribe-bentham 
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Fig. I: An overview of the integrated architecture for text line image decoding. 

A. Problem definition 

The line boundary problems in line-based HTR are non­
trivial and may lead to significant loss of accuracy. In principle, 
it is possible to try circumvent the issue by concatenating line 
images, feature files, word graphs or N-best lists, but these 
approaches have their own issues: 

• Some toolkits, like HTK, are not able to decode too 
large "lines" efficiently. 

• Concatenating the line images is not a trivial task: 
it is not obvious how they should be glued together 
(consider for instance skewed lines), how the interline 
should be modeled, and how white space should be 
introduced in the concatenation from the point of view 
of the optical models. 

• In word graph concatenation, combination of optical 
model weights and LM weights is not trivial. Neither 
is the treatment of hyphenated words obvious. 

We therefore address the following task: how to arrive at 
an optimal application of language modeling techniques to 
improve HTR accuracy in general, but more particularly at the 
line boundary, without changing the underlying HTR system? 

B. Hidden Markov Models (HMMs) 

In a handwritten text line recognizer the goal is to recognize 
the most likely word sequence, W = (WI, ... ,Wm ) , for a 
known observation sequence of features extracted from the 
document image, X = (Xl, "" Xl)' as follows: 

W = argmax P(wIX) (1) 
w 

For simplicity, the resulting hidden markov model (HHM) 
is reformulated using the Bayes rule as: 

W = argmax P(Xlw) x P(w) (2) 
w 

The HMM-based recognizer used in this paper is supported 
by a statistical language model in the decoding step. Fig. 1 
shows the used architecture in the HTR system. The current 
HMM-based approaches to HTR systems typically utilize a 
statistical unigram [10] or bigram language model [2], [1] 
during the decoding process. The main reason is that trigram 
or higher order models only make sense if they are based on 
a substantial text corpus, and incorporation of comprehensive 
language models may substantially increase the computational 

Fig. 2: Word error rate from line boundaries using Unigram and Bigram LM. 

cost. However, it is to be expected that trigram or higher 
language models will give better recognition performance. 
Especially in our context, where have extracted useful in­
formation from out-of-domain data, much will be lost if we 
cannot apply more sophisticated models. As a result, we study 
methods for improving the underlying language model in the 
HTR system and also to show the impact of the improved 
language models to reduce the error rate in the line boundaries. 

III. IMPROVING THE UNDERLYING LANGUAGE MODEL IN 

HTR 

We start by training two language models LMi (i=O,l) on 
80 and 81 where 80 and 81 arise from a partition of a corpus 
8. In the context of handwritten text recognition, 80 could for 
instance be the HTR training set or some other portion of a 
transcribed corpus, and 81 is the rest of the text. We then use 
[ corpus as a general large out-of-domain corpus. Our goal 
here is to find an informative subset [1 of resources from the 
[ corpus, which is relevant to the 80 collection, and to exploit 
this for domain adaptation. The adapted language model can 
be obtained as follows: 

where A60' A61 , and AS 1 are the interpolation weights and W 
is a word sequence in the test set. We use SRILM toolkit [11] 
to find the optimal values for the coefficients of equation (3). 

In (3) the third term is the resulting language model from 
the [ corpus which is obtained by means of an intelligent 
sample selection approach [2] for selecting the relevant subset, 
as addressed in the following sections. 

A. Adapted language modeling with the Disagree-Co algo­
rithm 

Language models for specific tasks are typically con­
structed from large in-domain corpora. However, in practice 
for historical data there is not enough in-domain data available 
to build a proper language model for HTR. Consequently, 
we use a new approach to domain adaptation which selects 
a subset of informative samples using a semi-supervised co­
training approach [12]. Co-training is one of the widely used 
semi-supervised learning methods [6] in practical domains. In 
co-training, two classifiers based on two views of data are 
trained and then unlabeled data are classified by the classifiers. 
Unlabeled data that are labeled with high confidence by one 
classifier are used as training data for the other. 
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In order to be able to use the co-training framework for 
domain adaptation, we need to exploit a set of in-domain 
resources !3 and a set of out-oJ-domain resources E. Without 
loss of generality, we assume a partitioning of the in-domain 
data !3 in two subsets !30 and !31 such that 1!301 < 1!311 « lEI. 

We introduce the Disagree-Co algorithm [2], which grad­
ually exploits a set of informative data from the out-of­
domain data, using a disagreement-based co-training approach 
[13]. We start by training two language models LMi (i=O,l) 
on !30 and !31. We consider these two language models as 
classifiers in the co-training framework. We then apply the 
trained models on the E collection and evaluate and rank 
the resources by means of a scoring criterion, which is a 
function of the perplexity and number of Out-Of-Vocabulary 
(OOVs). The used algorithm then selects an informative subset 
E1 of high-confidence resources from the E collection for 
each language model. Next, Disagree-Co adds to the training 
material of the second model a set of resources which are in 
the high-confidence set for the first model, but not in the high­
confidence set of the second model, and vice versa. After this, 
the training process is repeated until the stopping condition is 
reached. At the end, the algorithm gives a subset of high­
informative resources to in-domain data which we use for 
language model adaption in equation 1. 

B. Higher-order language models 

Another important issue in language modeling for HTR 
systems is the use of higher order language models, which may 
substantially increase the computational cost of the decoding 
process of HTR system [7], [1]. Current HTR systems often 
rely on small-scale Unigram or Bigram language models 
derived from the HTR training set [2], [1]. The use of bigram 
language models is not unreasonable in this situation. However, 
in order to exploit the information in the out-of-domain data to 
its full potential and improve the recognition performance in 
line boundaries, more advanced language models are vital. To 
deal with this problem, we use a recognition lattice rescoring 
approach, which on the one hand enables the HTR system to 
benefit the use of higher order language models and on the 
other hand reduces the computational costs of the decoding 
process in HTR. 

We first introduce recognition lattices (word graphs). 
Recognition lattices are produced during the decoding process 
by the HTR recognizer. A recognition lattice (word graph) 
is a data structure that represents different hypotheses of a 
hand-written text recogniser in a compact way as a finite state 
network. The lattice typically represents the most promising 
subspace of recognition results produced by the decoding 
process. The edges of word graph are labeled with a word 
hypothesis, a score provided by the HMM recognizer, and a 
score provided by the language model (namely Bigram LM). 
Our goal here is to rescore the language model scores provided 
by Bigram models using higher N-gram models. 

Using this idea can substantially decreases the computa­
tional cost of the decoding process in HTR; the re-scoring 
operation is much faster than the full decoding process. We 
use this idea and propose an algorithm to handle the problem. 
Fig. 3 gives an overview of the proposed method to deploy the 
power of higher-order models in an efficient way. We first train 

the Hand-written Text Recognizer. It then generates the n-best 
hypotheses as word lattices using a bigram LM. In the mean 
time the N-gram (N > 2) language model is generated. Next, 
this language model is used to re-score the word lattices. The 
re-scored recognition lattices are then applied to evaluate the 
performance of HTR. We use lattice-tool of the SRILM toolkit 
to implement the rescoring algorithm and tune the related 
parameters. 

IV. DEALING WITH LINE BOUNDARIES ISSUES 

We first address a paragraph-based language modeling 
approach. We then propose a paragraph level decoding to 
handle the line boundary problem. 

A. Paragraph-Based language model 

As shown in Fig. 2, the word error rate at the line 
boundaries is significantly higher than in other positions. To 
deal with this issue, one could concatenate lines and use a 
completely paragraph-based segmentation in conjunction with 
a paragraph-based language modeling. However, as discussed 
in section II-A, concatenating lines is not without problems, 
while a paragraph-based language model is easily obtained. 
We consequently apply paragraph-based higher order language 
models in conjunction with the proposed rescoring approach. 

B. Paragraph-level decoding approach 

In this section, we propose an algorithm to decode a 
sequence of line-based word lattices using a language model. 
The goal here is to find a way to exploit context from the 
previous and next line to improve the recognition performance 
at line boundaries. 

As is well known, decoding of a lattice £. requires a 
forward and a backward pass to obtain the best hypothesis. 
The forward pass produces graph G(£.) which has, for each 
relevant position p in a text line, a list Lp = {vd of scored 
vertices labeled with word hypotheses Wi . Each vertex Vi has 
a backward edge to an earlier vertex Vj belonging to a list 
Lq, where q precedes p, in such a way that some optimal path 
to Vi passes through Vj. From this graph, an optimal path is 
found in the backward pass, by tracing back a path from the 
best-scoring node in the list of nodes Lp f corresponding to the 
final line position. 

We can decode a sequence of lattices {£.d by intercon­
necting the corresponding {G(£.i )}, cf. algorithm 1. 
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Algorithm 1 Paragraph-level decoding 

- let!orward(C, LM) := produce the intermediate graph O(C) by forward 
evaluation using LM 

- let!orward(C, LM, 0(1:.,_,) := produce the intermediate graph O(C) 
by forward evaluation using LM, but initialize from the final vertex 
tist of the predecoding of the previous tine, connecting the initial 

vertices of O(Ci) to the final vertices of O(Ci_,) 
Main loop: 

for each line I, in page 
obtain a word lattice C, for this line by HTR 

for each paragraph Pj in page 
let Lj := the list of line lattices Ci : Ii is a line in Pj 
for each C." i < N: 

if (i == 0) : forward(C, LM) 
else: forward(C, LM, O(C·'_l» 

finally: trace back from the final vertices of O(CN) through all previous 

predecoded lattices to obtain the best paragraph decoding 

V. EXPERIMENTS 

In this section we perform several experiments on linguistic 
resources to show the effect of the proposed methods for 
improving the language model on the performance of the HTR 
system. 

A. Dataset 

We make use of the TRANSCRIPTORIUM ([8]) Bentham 
HTR competition dataset for the evaluation of HTR perfor­
mance. 

This collection consists of a set of images and with ground 
truth transcriptions of "Transcribe Bentham" manuscripts [9]. 
The dataset for the competition3 is composed of 433 pages; 
most of the pages consist of a single block with many 
difficulties for line detection and extraction (see page samples 
below). The dataset is divided for the competition in three 
different parts: training, validation, and test. The training part 
consists of about 9,200 lines, whereas the validation partition 
is about 1,400 lines. The training part of the set, and the 
remaning transcriptions from 'Transcribe Bentham" are used 
as in-domain LM training material. We use the public part 
of the ECCO (Eighteenth Century Collections Online), about 
70m words, as out-of-domain LM training data. 

B. Experimental Setup 

We first perform the baseline experiments. We then apply 
the addressed methods for improving language models. We 
set up three sets of experiments: line-based and paragraph­
based N-gram language models, and paragraph-level decoding 
approach. 

V I. RESULTS 

We compare the baseline methods to the proposed ap­
proaches on the Bentham collection. We have considered four 
main evaluation criteria for each experiment, the general word 
error rate (WER), the word error rate without taking the 
first/last word of each line into account (WER-WOF and WER­
WOL), and the word error rate without both first and last words 
(WER-WOFL). In the experiments, we improve the underlying 
language model of the tranScriptorium HTR engine [8] in two 
ways: (1) we first apply the Disagree-Co algorithm for domain 
adaptation [2] on ECCO dataset as out-of-domain data, and 

3http://www.transcriptorium.eU!�htrcontest/ 

(2) we then build a higher N-gram language model from the 
resulting resources of Disagree-Co and evaluate them. Next, 
we apply the proposed paragraph-based approaches. Tables 1-
III report the related results. In each table the best result has 
been boldfaced. 

A. Line-based language modeling 

In this experiment, we build the language model based on 
the lines in the original resources. Different order language 
models are constructed in this experiment to show the effect of 
higher order language models on the performance of the HTR 
system. Table I shows the results. As shown, using adapted 
and higher order language model improves significantly the 
performance. The best result has been achieved by the adapted 
Trigram model, which is 16.03%. 

TABLE I: THE RESULTS OF THE LINE-BASED LM. 

I Method 

Unigram LM 

Bigram LM 

Adapted Bigram 

Adapted Trigram 

Adapted 4-gram 

Adapted 5-gram 

I WER I WER-WOF I WER-WOL I WER-WOFL 

24.63 23.97 24.02 23.22 

22.43 21.74 21.84 20.94 

18.92 17.77 18.10 16.70 

16.03 15.09 15.16 14.05 

16.57 15.62 15.58 14.42 

16.42 15.48 15.53 14.38 

B. Paragraph-based language modeling 

In this experiment, the underlying language model in HTR 
has been constructed based on the paragraphs of the original 
resources. We expect to achieve better performance in the line 
boundaries in this experiment. Table II gives the related results. 
As shown, the used adapted Trigram model achieves the best 
performance. Consistent with our hypothesis, the paragraph­
based language model performs better than the line-based 
approach. 

TABLE II: THE RESULTS OF THE PARAGRAPH-BASED LM. 

Method 

Bigram LM 

Adapted Bigram 

Adapted Trigram 

Adapted 4-gram 

Adapted 5-gram 

I WER I WER-WOF I WER-WOL I WER-WOFL 

22.57 21.86 21.94 21.02 

18.73 17.59 17.83 16.49 

15.97 15.08 14.98 13.90 

16.12 15.06 15.21 13.97 

15.89 14.94 14.89 13.74 

C. Paragraph-level decoding model 

With this approach, 4-grams give the best result. The 
adapted bigram model profits most from the added context. 

TABLE III: THE RESULTS OF THE PARAGRAPH-LEVEL MODEL. 

Method 

Bigram LM 

Adapted Bigram 

Adapted Trigram 

Adapted 4-gram 

Adapted 5-gram 

I WER I WER-WOF I WER-WOL I WER-WOFL 

21.96 21.40 21.31 20.60 

17.33 16.48 16.53 15.52 

15.68 14.9 14.65 13.76 

15.65 14.91 14.71 13.88 

16.05 15.24 15.1 14.18 

959 



2015 13th International Conference on Document Analysis and Recognition (ICDAR) 

0.4 ,-----�--�--�----r�=;====� 
. Unigram 

0.3 

o. 

0.'5 

0.' 

0.05
, 

"hadbeen It db 
bred Ua cen 

among the bred among 

white the white 

people, people, and 

and who, who, from 

from being being 

eBigram 
* Adapted Bigram 
+Trigram 
.,.4-gram 
+5-gram 

3 4 5  
Distance from line boundary 

Fig. 4: Word error rate using different LMs. 

6 

l< It 

:ccustomed Gcustomcd 
to follow to follow (.( 

t ) thoi, thoi,m,""" a C L"' } vJ' l L-t 
,:,a

.
nner of of living, 

h�tng , might have 
mIght have been 
been 

sentence n. 
fourteen - glltence -

years _ fourteen 

between years 

fourteen between 

years and fourteen 

seven years years and 

seven years 

• -:. f"t 

6 

Fig. 5: Main issues in the recognition results. 

D. Analysis of results 

We here analyse the results in more detail. As shown 
in Tables I, II, and Fig. 5, the word error rate in the line 
boundaries is higher than the other positions in the lines. 
Fig. 6 depicts the error rate analysis in more details. As 
seen, although the proposed language models improve the 
performance of HTR in the line boundaries, however, the error 
rate is still high at line boundaries. We now compare the 
recognition results to images to identify the main issues, see 
Fig. 5. Based on our analysis the main issues are: 

• In many cases where errors occur, the line segmen­
tation follows the character contour so tightly that 
(presumably) feature extraction will give a different 
result for line-initial instances of the same character 
than for line-internal instances, see Fig. 5. 

• A relatively large portion of the errors is related 
to punctuation symbols,for which the current HTR 
system is not optimized. 

• Hyphenated words which are not supported by the 
language model and dictionary. 

V II. CONCLUSION 

We have studied and tested several ways in which adapted 
and higher order N-gram language models, when trained and 
applied in a suitable way, can contribute to the solution of 
the typical loss of HTR accuracy at the line boundary. The 
proposed methods for the combination of in-domain and out-of 
domain data and the application higher order N-gram models, 
used in conjunction with a specially developed paragraph-level 
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Fig. 6: Comparison of error rate in �ne boundaries. 

lattice rescoring approach, have been shown to yield significant 
improvement in HTR results. 
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