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Optimistic Virtual Machine Placement in Cloud Data
Centers using Queuing Approach

Anitha Ponraj®

# Assistant Professor , Department of CSE, Sathyabama University ©' ~nnai, India

Abstract

Cloud computing gives many beneficial services to sh ae large scale of information,
storage resources, computing resources, and provide <nowle ige for research. Cloud
users deploy their own applications and related date -n a .«y-as-you-go basis. Virtual
machines (VMs) usually host these data-intensive arplic aitions. The performance of
these applications often depends on workloa.' type~. /O data-intensive or 1/O
computation, workload volume, CPU attributes on coi.>puting nodes, Virtual machines
and the network. Therefore, the application ju>s ‘n the workload have different
completion times based on the VM placement u.~ision and large data retrieval. The
main contribution of this thesis to gain high o =rformance for the applications executed
on the cloud by minimizing the complet' =~ time, minimizing the production cost and
maximizing the throughput of cloud links ‘‘o provide a solution for minimizing the
overall jobs’ completion time (computir..» “me as well as data transferring time) in both
static and dynamic workloads, we nropcse VMs placement algorithm that considers
computation resources, Quality of Serv.~e (QoS) metrics and virtual machine status and
I/O data with priority based probability queuing model. The results obtained by the
proposed methodology shows “nat th. proposed optimal VM placement algorithm has a
reduced processing cost and cou. *nle.don time compared with the traditional algorithms
such as FCFS and priority < che juling.

Keywords: Cloud Comr .. 'ting, Virtual Machine, Completion Time, Processing Cost,
Throughput, Scheduling.

1. Introducti i,

Clo'd (-~.puting can provide resource as services via virtualization
technolo y whi h provides software environment in the form of virtual machine VM.
In cloud cu™r: .(ing, applications with operating system, specific hardware, software,
and horau .o requirements can be executed in a larger amount of resources by
instantia. 1\g VMs from a repository so that requirements can be supported. For that
reason, to employ VMs as a computing resource can deliver various advantages
such as QoS guarantee, performance isolation, easy resource management, and
can deploy effective computing environment. Virtualization is one of the more
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important technologies to impact computing in the last few years. Virtualization has
a feature to run multiple operating system instances concurrently on a single
computer. The algorithm based on the throughput includes Extended Min-Min,
revised ant colony optimization. Earliest deadline, FCFS, Round r_"in is time based
approach. The advantage of this relative study is that as per the require. nents of the
consumers and service providers they can select the suitab': clss of scheduling
algorithms for different types of services required. This studv n..~v further be used
for optimization of different algorithms for improved resour~= n.. nagement in cloud
computing environment. [1]

Quality of Service and response time is attained bv ex>~uting the high priority
jobs deadline based jobs first by approximating job ¢ ymple.'on time and the priority
jobs are produced from the remaining job with the holn e, Task Scheduler. They
proposed three scheduling algorithm First come f' st <_.>7e, Round robin scheduling
and is generalized priority algorithm. The experitiente result shows that general
prioritized algorithm is more competent than FCFS «.nd Round Robin algorithm. [2]

Virtualization is the creation of a virtnar ‘ers’'on of something such as an
operating system, a server, a storage device 0. "etwork resources. Scheduling the
basic processing units on a computing en.'*onment has always been an important
issue. In cloud computing, a user may =~'lire a set of virtual machine co-operating
with each other to accomplish one task. |1

2. Related Work

This section lists out the varinus research works related to the problem that we
have considered and the fe itures and the drawbacks of such approaches. As
already mentioned, scheduling virt jal machines require computational resources
and storage resources to @ great etent.

[4] Proposed an enriche ™ 7,0st pased scheduling algorithm for making competent

mapping of tasks to av7 dable i.sources in cloud. This scheduling algorithm splits all
user tasks depending orn nriority of each task into three different lists. This
scheduling algorithr n 2asures both resource cost and computation enactment, it
also increases the ratio of communication/computation. [5] Proposed a new
scheduling algo'ithri based on priority and admittance control scheme. In this
algorithm priority ‘. al'otted to each admitted queue. Admission of each queue is
decided by c .mputiny bearable delay and service cost. Advantage of this algorithm
is that this pulicy w th the proposed cloud architecture has attained improvement of
69% ser e raie with guaranteed QoS. As this policy provides the highest
preference for I ighly paid user service-requests, overall servicing cost for the cloud
also rices.

[6] S.'0gested the HBB-LB algorithm to achieve well stable load across virtual
machines for maximizing the throughput. It provided a load balancing technique for
cloud computing environments based on activities of honey bee strategy. Honey
bee behavior motivated load balancing improves the overall throughput of
processing and priority based balancing focuses on decreasing the waiting time for
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the task on a queue of VM. This algorithm can be protracted further by considering
the QoS factors in it. Yuanjun Lailia et al., [7] proposed the amalgamation of Service
Composition Optimal Selection SCOS and Optimal Allocatior of Computing
Resources OACR is known as dual scheduling. For addressing .~rge-scale Cloud
Services and Computing Resources DS-CSCR problem, a new Ra. .king Chaos
Optimization RCO is recommended. In RCO algorithm, indi* 1du d chaos operator
was considered, and then a new adaptive ranking select'on ..2s announced for
control the state of population in iteration. Moreover, dyn2mic ., ~uristics were also
defined and presented to guide the chaos optimizatirn. 's; roposed the cost
effective task-scheduling algorithm using two heuristic stra.~aies .The first strategy
dynamically maps tasks to the most cost-effective ¥ Ms L sed on the concept of
Pareto dominance. The second strategy, a suppiomer. to the first strategy,
decreases the monetary costs of non-critical task,. TF.- algorithm is assessed with
extensive simulations on both randomly produccd I7rge DAGs and real-world
applications. The further enhancements can be made using new optimization
techniques and incorporating forfeits for viola.nq cr nsumer-provider contracts. [9]
Developed a Xen-based prototype called r~inbow with and without dynamic
allocation. They proposed local and globa, “=source allocation algorithms to improve
the resource utilization and CPU utiliz~tion. |.0] They proposed a novel dynamic
hybrid Meta heuristic algorithm to maxr.ze the profit along with higher overall
performance and lower energy cost. “ey have validated the proposed approach
with trace-driven simulations. In 11], *hey have proposed a heuristic approach
based improved ant colony algornn.m ACA to solve the VMP Problem which
produces 99.5% CPU and 14% Server utilization. But, it requires high
communication cost for noc: con munication. [12] The main advantage of this
algorithm is that it utilizes a' the ~e<ources in a balanced order. An equal number of
VMs are allocated to all tre rodes which ensure fairness. [13] Brings out a pricing
gets reduced by the prcposc ™ r,reedy heuristics increases the revenue around 6%
for the cloud provider. \24] The proposed PSO based VM Scheduling algorithm
reduces the total rez~urce wastage and the number of servers used. But, an
additional computa’-on-.I overhead is incurred. [15] The proposed algorithm reduces
the job completirn tin.> by over 65% and resource utilization by 20%. But, the
scheduler does nc. ccasider the resource fragmentation problem while resource
packing.

3. Proposea nptinmr al vm placement algorithm

Virtuc! ma.hine scheduling is an important process in cloud computing
envirc ~~ent with a large number of network resources, computing resources and
storage rzsources being scheduled and executed. In such scenarios, one of the
main chal 2nges is to provide a good quality of service Quality of Service in spite of
the dynamic behavior of the network. For virtual machine scheduling, Quality of
Service can be derived from a number of factors and metrics. In the proposed
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framework to assurance the desired level of Quality of Service to the user is
discussed.

The proposed frame work consists of the following steps as follows:

Step 1: Datacenter Creation: Data center is a basis entity .. the cloud. Data
center which consists of cloud resources such as computing resources, network
resources and storage resources. It manages the cloud resou ces functionality.
Resources such as virtual machines, host and cloudlets tas. =~ are deployed in
cloud data center. Such resources are allocated and func*ana..*/ of each entity is
controlled by the data center which is allocated on that r arti.ui..” data center. Each
data center in the proposed work has a specific set o1 ~haracteristics such as
architecture, host list, cost per memory, cost per stcrage, ~ost per bandwidth and
virtual machine allocation policy. Data center &= r.eated based on the
characteristics and the parameters.

Step 2: VCreation: Virtual machines are the corputing node in the cloud
computing. Virtual machines are used to process *he jobs submitted by the user
according to the user's given requirement. 'n th> proposed work, the virtual
machines are scheduled according to the juos priority. The jobs submitted are
prioritized based on the jobs size and allo.~ted to the virtual machine which has the
minimal completion time. Each virtual m~chine has a specified set of characteristics
such as virtual machine identity, ram cap.c.ty, bandwidth, size and no of processing
elements. Virtual machines are ci-.*ea and schedule based on the above
mentioned parameters.

Step 3: Queuing Model: Cloudlets are created with the specified
characteristics such as cloudle* id, processing element, file size of the cloudlet,
output size, cloudlet length ~ind th. utilization model for the ram, bandwidth and
storage. Priority is assignecr for .~e cloudlets based on the file size of the cloudlets.
These cloudlets are subrr.tte’. to the cloud broker. Broker is a cloud entity which is
used to allocate the ho.t an'' t'ie virtual machine based on the scheduling policy.
Virtual machine sch :adu'ing policies are defined in the scheduling. Broker
Computation time ar. data transfer time for each cloudlet are estimated and the
completion time fo: the virtual machine is calculated. Then, the waiting time for the
service and the w aiting ‘me in queue are calculated.

To schedule ‘he tas'.s into the suitable virtual machine, | have added the tasks
into the priorit, basc ™ probability queuing model. In the proposed queuing model, |
have used tt e M/G 1 queuing model to find the waiting time and waiting time for the
service the tas!” ~.ctually taken. The tasks are added into the queue based on the
priority o the tasks. The formulas used in this implementation are listed as follows:

Nuibe C7tasks inthe =Lq=(A"2 o2+ p"2)/(2(1-p))
Numb.'r of tasks waiting in the queue=Wq=Lqg/A
Number of tasks waiting in the system=Ws=Wq+1/u
Number of tasks in the system=AWs
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Where,

7?7 - Mean rate of arrival

7?7 — Variance of service time

7?7 — Utilization of the data center; also the probability that the r.c.*a center is busy
or the probability that someone is being served

K - Mean service rate

Lg — Mean number of customers in the queue

W(q - Mean wait in the queue

Ws — Mean wait for service

These waiting times is then added to the cloudlet ;s com, letion time to schedule
the cloudlets into the appropriate virtual machines. Theo= ~’oudlets are submitted to
the cloud broker. Broker is a cloud entity which is uscu "0 allocate the host and the
virtual machine based on the scheduling policy. Virwal "nachine scheduling policies
are defined in the scheduling. Broker Computation ‘ime and data transfer time for
each cloudlets are estimated and the compleucon ti ne for the virtual machine are
calculated .Cloudlets are scheduled and allocaw. 1 on the virtual machine which has
the minimal jobs completion time for the su.mitted cloudlets.

Step 4: BCreation: The broker ‘= ~reawed which is used for allocation of
cloudlets to the virtual machines ar.” scheduling virtual machines to the
corresponding host in a data center. Jroner manages the virtual machines and
submission of cloudlets to the virti 2! machines. It also has a set of parameters such
as broker id and in which data cente, the broker is working. Broker calculates the
computation time and the proc~_-ing cost for each cloudlet. Then the data transfer
rate for each cloudlet is c ‘culated and the computation time i.e., the actual
execution time of task and te m..’“ning time are estimated. After that the cloudlets
are submitted to the virtt al "nac’iines. Then the virtual machines which have the
minimal completion time for *ae submitted task are calculated and scheduled
accordingly. After that. the ‘irtual machines are submitted to the broker.

Step 5: VM Alloce v Y The virtual machines are scheduled to the cloudlets which
have the minimal c.™r etion time. First the computation time i.e., the time it takes to
complete the giv :n iob ;or each virtual machine is calculated. Then the completion
time for the job. is cal _.ulated by summing up both the computation time and data
transfer time. Compu.ation time for the job is defined as the time needed to process
the give tast and c ata transfer time is defined as the time needed to transfer task
file. Each *23k 1o ussociated with priority based on the file size of the task submitted
by the vser. T)e virtual machine which has the minimal job completion time is
allocated 1. ** . particular task.

Thuo ve nave obtained an optimal VM Placement Algorithm for the above
mentione Y cloud scenario.

1 Input: VmList, Required Data, CnList and JobList
2 Output: allocation of VMs to Jobs
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For Vm in VmList do

MinComTime «— MAX
AllocatedHost « NULL

For Cn in CnList do

If Load < CnCap then

For job in JobList do

DTT job, Data, StorageList, Cn

10 CT job, Cn // method to calculate the computatio *™me
11 CTime=DTT +CT

12 End for

13 ComTime « CTime

14 If ComTime<MinComTime then

15 AllocatedHost —CnList

16 MinComTime < ComTime

17 End if

18 End if

19 End for

20 If AllocatedHost! = NULL then

21 Allocation.add Vm, Allocated}t ,_:
2 End if

23 End for

24 DataTransferTime DTT

25 Input: Job Size, S, Cn

26 Output: returns data *.au.>ferring time
27 For S in StorageLis. 1o

28 DTT =Job Size / DTRate, Cn

29 End for

30 Return DTT

31 ComputingTime L™

32 Input: job, Zn

33 Output: rew.” (s computing time CT
3¢ CT= Ar ua'execStartTime + FinsishTime;
35 CT =C,  Na'ungTime;

36 ReturnCT

~N o o~ W

© o

Code Snippet 1: Optimal VM Placement Algorithm

The rrain alvantage of the proposed Optimal VM Placement algorithm is
minimization, ur completion time of task submitted to virtual machines as much as
the apy.'ic ation can execute and minimization of processing cost of virtual machines
to obtain a high performance. The proposed Optimal VM Placement algorithm
focuses on the performance improvisation of the applications submitted on the
cloud. The results obtained by the proposed methodology is not only evaluated with
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completion time and processing cost but it also includes the consideration of
computation time and processing time required for the submitted applications.

The above mentioned optimistic VM placement algorithm takes the inputs such
as computing node list, job (cloudlet) list, and required data resc . ces information.
For each vm in the VM list, it calculates the processing capahility «.ad then the
processing time i.e., the number of instructions it can process per second. It checks
whether the load on the computing node is less than maxim'im < ~oability. Then the
data transfer rate for each cloudlet is calculated and the r~mpc.*ation time i.e., the
actual execution time of task and the finishing time are ectimated. Then the
completion time for the jobs is calculated by summing un b.*h the computation time
and data transfer time.

The architecture of the proposed Optimal VM Sci.~duli1g framework in Figure
1.The optimistic vm placement in cloud data ce'’ter ..<hitecture consist of set of
users and the components such as broker, storaye ncdes, computing nodes and
virtual machines. First, the users submit their ,obs into the cloud along with
constrains such as number of jobs, number o\ ‘irtus. machines needed, amount of
storage space required. Then the submitted .-er information is sent to the cloud
broker. Broker is created which is usea -or allocation of cloudlets to the virtual
machines and scheduling virtual machines 1. the corresponding host in a data
center. Broker manages the virtual macY'.ies and submission of cloudlets to the
virtual machines.

It also has a set of parameters suct, as broker id and in which data center the
broker is working. Broker calculates ‘e computation time and the processing cost
for each cloudlet. Then the dat~ transfer rate for each cloudlet is calculated and the
computation time i.e., the ac.ual ex2cution time of task and the finishing time are
estimated. After that the cloudie:~ are submitted to the virtual machines. Then the
virtual machines which he ve *1e minimal completion time for the submitted task are
calculated and schedule d ac.~r.aingly. After that, the virtual machines are submitted
to the broker.

The data resourcr .. computing and network resources information are directed
to the cloud broker. Th’.n the broker deals with the jobs (Cloudlets) submitted by the
user. Then, inser’.on o1 :1sks i.e. cloudlets into the priority queue and calculating the
data transfer tir @ ~.nd completion time and assignment of priority to the cloudlets.
Cloudlets are creal"d with the specified characteristics such as cloudlet id,
processing ¢ lemer., file size of the cloudlet, output size, cloudlet length and the
utilization moul!' for the ram, bandwidth and storage. Priority is assigned for the
cloudlets based on the file size of the cloudlets. These cloudlets are submitted to
the cloud . "nk-~r. Broker is a cloud entity which is used to allocate the host and the
virtuar e c.ine based on the scheduling policy. Here, the priority queue is
associat. 1 with the queuing model i.e. single channel multiple server model .So
that, the mean arrival time and the service time for each cloudlets are calculated.
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I Submission of User Requirements and Constraints 1

Data Sources
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Network
Resources
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Figure 1: Optimistic vm placement in cloud data center

And then, waiting time in y.'2ue and waiting time for service is calculated using
the formulas. The waiting ' me calculated is added to the cloudlets computation time
for scheduling the virtual n.>¢ nin‘. with minimal completion time.

Virtual machines & e scheduled to the cloudlets which has the minimal
completion time. First the v >mputation time i.e., the time it takes to complete the
given job for each ".irtt al machine is calculated. Then the completion time for the
jobs is calculated by o imming up both the computation time and data transfer time.
Each task is as<oci.ted with priority based on the file size of the task submitted by
the user. The vinu ‘| rachine which has the minimal job completion time is allocated
to that part'_ular task. Virtual machine scheduling policies are defined in the
scheduling phlicies of vm allocation. Broker computes the computation time and
data tran-.rer time for each cloudlets are estimated and the completion time for the
virtual mc chine are calculated .Cloudlets are scheduled and allocated on the virtual
machi=~ whicnh has the minimal jobs completion time for the submitted cloudlets.
Then, Ccmpletion time and the processing cost of each cloudlet are calculated.
Finally the completed jobs are delivered to the users and the status is updated to
the cloud users.
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4. Experiments and Results

We have implemented the proposed Optimal VM Placement algorithm and we
analyses the performance pertaining to various parameters a 1 traditional VM
scheduling algorithms. We have implemented the systein fo. the entire
implementation is done on the CloudSim Simulator. The expeim :nt is carried with
different amount of cloudlets, virtual machines, data centers “nd hosts with the
different scenarios which was mentioned below in the table

Table 1: Experimental setup details.

Datacenters  Hosts Virtual Cle saiets Workload
/Datacent  Machines/Host Scenario
er

10 10 10 1300 Static
50 35 50 5000 Static
70 55 70 7000 Static
100 70 100 10000 Static
10 10 1C 1000 Dynamic
50 35 <0 5000 Dynamic
70 55 70 7000 Dynamic
100 75 100 10000 Dynamic

Virtual machine> are scheduled to the cloudlets which has the minimal
completion time First the computation time i.e., the time it takes to complete the
given job for eac.” sirti al machine is calculated. Then, the waiting time calculated is
added to the clovdlets computation time for scheduling the virtual machine with
minimal com>letion time Broker is created which is used for allocation of cloudlets to
the virtua' inachines and scheduling virtual machines to the corresponding host in a
data cen.=r.

Broker Cuinputation time and data transfer time for each cloudlets are estimated
and tho .ompletion time for the virtual machine are calculated .Cloudlets are
schedulec and allocated on the virtual machine which has the minimal jobs
completion time for the submitted cloudlets. Each task is associated with priority
based on the file size of the task submitted by the user. The virtual machine which
has the minimal job completion time is allocated to that particular task. The result of
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completion time obtained by the proposed optimal VM placement algorithm was

shown in the Chart 1.
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completion time vy "2 proposed optimal VM placement

algorithm has a reduced completion *me . v 91.42% compared with existing priority

based scheduling.
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Chart 2: Completion time of cloudlets
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The res.'t »7 completion time obtained by the proposed optimal VM placement
algorivxm ...3 compared with FCFS scheduling algorithm which was shown in the
Chart 2. t's clear that the completion time by the proposed optimal VM placement
algorithm has a reduced completion time by 92.36% compared with existing FCFS

scheduling.
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And, also processing cost for each cloudlet is calculated using the execution time
of each cloudlet and the cost it takes to process per second. Broker Computation
time and data transfer time for each cloudlets are estimated and the completion time
for the virtual machine are calculated .Cloudlets are scheduled ar .' allocated on the
virtual machine which has the minimal jobs completion time for u.2 submitted
cloudlets.

Processing Cost
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Chart 3): . ~cessing cost of cloudlets
(Optimal Priority Scheudling Vs Priority Scheduling)

The result processing cost ou.rined by the proposed optimal VM placement
algorithm was shown in the “hart 3. It's clear that the completion time by the
proposed optimal VM placr ment a.gorithm has a reduced processing cost by 91.8%
compared with existing pri. 'y b7.sed scheduling.

FProcessing Cost

|

'il

g

W'

:

i

m

5|
in
&
0

i
5]
0

ool =]

in
&
5|
i

3
0

9]
]
Mm
i
il
Z in
] :;: 7
]
i
-
i

FR

m FCFS Scheduling m ' Optimmeal] Soiheesdiuliimg

Chart 4: Processing cost of cloudlets
(Optimal Priority Scheduling Vs FCFS Scheduling)

Jraduvapaseasf

g

o s D J

J
&

-

UG



The result processing cost obtained by the proposed optimal VM placement
algorithm was shown in the Chart 4. It's clear that the completion time by the
proposed optimal VM placement algorithm has a reduced pr ‘cessing cost by
84.62% compared with existing FCFS based scheduling.

The result obtained by the proposed optimal VM placement alg rithm was shown
in the table below.

Table 2: Comparison of obtained results.

Scheduling Algorithm CompletionTime —"ro_cessingCost
compared with Obtained Owiained
Proposed Algorithm

FCFS Scheduling 92.36% 84.62%

Priority Scheduling 91.42% 91.8%

We choose the FCFS and Pric scneduling methods to compare our
proposed Optimal VM Placement algorn.va because we are also considering the
priority of jobs (tasks) as followed in . tradlitional priority scheduling. And, we also
consider the job which arrived first along with its computing and storage
requirement. Therefore, we have . compare our results with these traditional
methods, to analyze how much ~'ir proposed algorithm is working better than these
traditional methods in both st-.tic anc dynamic workloads.

The results obtained b, the ~roposed methodology is not only evaluated with
completion time and prrccessine cost but it also includes the consideration of
computation time and p ocescir.g time required for the submitted applications. The
completion time of ‘)b ‘s associated with computation time needed for the
applications requirer..1t and the processing cost of task is also associated with
processing time of e ' irtual machine which executes the applications submitted.

The results r.potaine* by the proposed methodology shows that the proposed
optimal VM plc~eren’ algorithm has a reduced processing cost by 91.8% and
completion tir.c by 2°..42% compared with existing priority based scheduling. Also,
the propose | optin al VM placement algorithm has a reduced completion time by
92.36% ar- u.. rocessing cost by 84.62% compared with existing FCFS based
schedulii g.

The n.~ir advantage of the proposed Optimal VM Placement algorithm is
minim.~auv ... of completion time of task submitted to virtual machines as much as
the appl. ation can execute and minimization of processing cost of virtual machines
to obtain a high performance. The proposed Optimal VM Placement algorithm
focused on the performance improvisation of the applications submitted on the
cloud.
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The result obtained by the proposed optimal VM Placement Algorithm was
simulated in both the Cloud Reports and Cloud Analyst and shown in Chart 5.
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Chart 5: Avei. 1e response time for the user simulated in cloud analyst.
5. Conclusion anu = .ture work

We have nrorosed an Optimal VM Placement algorithm for virtual machine
schedulirg in -~loud computing environment. Virtual machine scheduling is very
importam ‘n the field of cloud computing. Cloud computing gives beneficial services
to shi -« '~rne scale of information, storage resources, computing resources, while
applicau."ns need to retrieve its data from distributed storages, the bandwidth
between Computer Networks and Social Networks could influence the overall
applications performance specially, when network status is unstable. So it's
important to consider data location during VMs placement to avoid unnecessary
migration to gain high performance for applications. To address this problem, we
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proposed VMs placement algorithm that considers both computation Time and data
transferring time in such a way that we can reduce the overall job’s completion time.
The proposed Optimal VM Placement Algorithm was implemented with static and
dynamic workloads. The proposed algorithm also simulated ¢.. 1 analyzed with
Cloud Reports and Cloud Analyst.

The main advantage of the proposed Optimal VM Pl cerient algorithm is
minimization of completion time of task submitted to virtua' ma. hines as much as
the application can execute and minimization of processin~ «os. ~f virtual machines
to obtain a high performance. The proposed Optimal VN :'acement algorithm
focused on the performance improvisation of the apnlicc*ions submitted on the
cloud.

The results obtained by the proposed methodol. v <'iows that the proposed
optimal VM placement algorithm has a reducer pr~_~ssing cost by 91.8% and
completion time by 91.42% compared with existiny prio ity based scheduling. Also,
the proposed optimal VM placement algorithm ha. a reduced completion time by
92.36% and the processing cost by 84.62% .~mpred with existing FCFS based
scheduling. The main contribution of this the_'s to gain high performance for the
applications executed on the cloud by m..»'mizing the completion time, minimizing
the production cost and maximizing the througnput of cloud links.

In future, this proposed procedure ~7.n be extended to Schedule the virtual
machines in a secured manner using .. ~file based analysis. And switching can also
be taken up as future work. Moreaover, analyze the user profile thereby
understanding the user's requiren.”nt clearly and then schedule the virtual
machines will be the best solutinn in cloud computing environment and my future
work will also focuses on the user s Ibmitted files to be stored in a secured manner
on the virtual machines ¢lony wh my proposed procedure. The system was
designed for and impleme ate 4 or a CloudSim Simulator. In future, | recommended
that this proposed proredu, ™ .an also be extended to public and hybrid cloud
platform scenarios.

6. List of abbrevir fio’.s
The following ar : th 2 list of abbreviations used in this paper:

QOS — QrZlity C* Service
VM — Vir ual M« chine
VMM — Vii.o~! Machine Monitor

VMP - — Virte al Machine Placement
HBB-L. — ' ioney Bee Behavior Based Balancing
FC-C Eirst Come First Serve

SNs - - Storage Nodes

CNs — Computing Nodes

. CnList — Computing Node List

10. DTT — Data Transfer Time

11. CnCap — Computing Node Capability
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12. CT — Computation Time
13. ComTime — Completion Time
14. DTRate — Date Transfer Rate.
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Data location during Virtual machines placement wa, c.nsidered to avoid
unnecessary migration to gain high performance for ap.'ications. The main
contribution of this thesis to gain high performance fo- the »plications executed
on the cloud by minimizing the completion time, m i zi.y the production cost
and maximizing the throughput of cloud links.

The main advantage of the proposed Optima’ VM ’lacement algorithm is
minimization of completion time of task submittea *~ v, tual machines as much
as the application can execute and minimiz: tior .° processing cost of virtual
machines to obtain a high performance. Tke prooc sed Optimal VM Placement
algorithm focused on the performance imp.9visation of the applications
submitted on the cloud.

The proposed optimal VM placement algor."m has a reduced processing cost by
91.8% and completion time by 91.4." compared with existing priority based
scheduling in both static and dynarr .z *~arkivads.

Also, the proposed optimal VM plac > nent algorithm has a reduced completion
time by 92.36% and the processii.n >1s. by 84.62% compared with existing FCFS
based scheduling in both stati© =~d (vnamic workloads.

The proposed optimal virtual machine placement algorithm also simulated and
analyzed with Cloud Repo~.s >nd Cloud Analyst.



